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Abstract—In this paper we present a novel approach for the parameterization of the trajectory of a moving platform, which facilitates the development of real-time pose-estimation methods. The key idea of the proposed approach is the decoupling of the parameterization of the trajectory estimate from the parameterization of the error in this estimate. Specifically, we represent the trajectory estimate as usual, via a set of pose states, each associated with a sensor reading (e.g., a laser scan or an image). The novelty of our approach lies in the representation of the estimation errors, for which we employ B-splines. This decoupled formulation, which we term Decoupled Estimate-Error Parameterization (DEEP) offers two key advantages. First, the use of a pose-based representation of the trajectory allows us to represent arbitrarily complex trajectories. Second, the use of B-splines for error representation allows us to control the computational complexity of an estimator, by selecting the density of the knots of the B-spline. We empirically demonstrate that, in the problem of visual-inertial localization, the DEEP formulation leads to substantial computational gains, while incurring only a small loss of estimation performance.

I. INTRODUCTION

In application domains such as mobile robotics, unmanned aerial vehicles, and personal localization, the ability to accurately estimate the position and orientation of a moving platform in real time is crucial. As a result, substantial research efforts have focused on the development of accurate and computationally efficient localization algorithms. One of the key challenges these algorithms seek to address is the high dimensionality of the estimation problem at hand, which is caused by (i) the large number of variables (e.g., feature points) needed to model real-world environments, and (ii) the number of variables (i.e., platform poses) required to represent trajectories of long duration. In this work, we focus on the latter issue, and propose a general method that can significantly reduce computational cost, while incurring only a small loss of accuracy.

We start by noting that the vast majority of practical localization algorithms are linearization-based methods, which typically rely on a variation of an extended Kalman filter (EKF), or iterative minimization. In these methods the computational cost is a function of the dimension of the error-state vector. For instance, this dimension defines the size of the state-covariance matrix in an EKF, or the size of the Hessian in Newton-minimization methods. In current practice, the dimension of the estimator’s error-state is directly determined by the number of poses in the trajectory, since one error-state vector (consisting, for instance, of the errors in position and orientation) is associated with each pose estimate. By contrast, in this work, we propose a new paradigm, where the number of poses included in the state vector, and the dimension of the estimator’s error-state are decoupled.

To describe the main idea of the method, we point out that any estimator that employs linearization relies on the computation of (i) measurement residuals, and (ii) linearized expressions showing the dependence of the residuals on the estimation errors. The first step involves the state estimates, while the second the state errors. The key insight here is that we may use different representations for each of these. Specifically, the state of a system at a certain time instant, \( t \), is expressed as \( \mathbf{x}(t) = \mathbf{x}(t) + \mathbf{\tilde{x}}(t) \), where \( \mathbf{x}(t) \) is the state estimate, and \( \mathbf{\tilde{x}}(t) \) is the error in this estimate. In order to represent the estimates, we use the “traditional” representation, where one pose vector (e.g., consisting of position and orientation) is maintained for each time instant at which measurements are available. This representation is preferable, as it makes no assumptions on the form of the trajectory. On the other hand, for the error-state \( \mathbf{\tilde{x}}(t) \), we employ a continuous-time representation using temporal B-spline functions. Since the estimation errors are expressed as a function of the B-spline control points, this in turn means that we can express all the estimator Jacobians as a function of these parameters.

The key result that we demonstrate in this paper is that, due to the nature of the estimation errors, a low-dimensional B-spline representation suffices in order to describe the errors well. Therefore, the estimator equations can be expressed in terms of a small number of B-spline control points (which now constitute the error-state vector of the estimator), leading to a reduction in computational cost. We term the proposed approach, in which a different representation is used for the trajectory estimates and their errors, Decoupled Estimate-Error Parameterization (DEEP).

The proposed formulation is a general one and can be employed in several classes of estimation problems. One of its key advantages is that it results in algorithms that can easily adapt to the availability of computational resources in a system. By reducing the dimension of the representation used for the error state (e.g., by placing the B-spline knots further apart in time), we can reduce the computational cost of the estimator, while incurring a penalty in terms of estimation accuracy (which, as shown in this paper, is only modest). Thus, the proposed formulation can allow us to easily explore the tradeoff between accuracy and computational cost, to select...
the best option for a given application.

In order to demonstrate the DEEP formulation in a practical localization problem, we here present the design of an estimator for 3D localization using visual and inertial measurements. We start with one existing method in visual-inertial localization, namely the multi-state-constraint Kalman filter 2.0 (MSCKF 2.0) [17], and re-formulate it using the proposed DEEP framework. Through both Monte-Carlo simulations, as well as real-world experiments, we show that this yields substantial gains in computational efficiency, but only small loss of accuracy. In our simulation tests, for example, the approach is shown to reduce the computational cost (measured in terms of the number of floating-point operations) by 89%, while increasing the estimation errors by a mere 1%. Importantly, we demonstrate that the approach leads to a graceful degradation of performance, as the dimensionality of the error representation is reduced.

II. RELATED WORK

Prior work on the topic of reducing the computational complexity of localization and mapping is extensive, and any attempt at presenting an overview within the limited space available would be necessarily incomplete. At a high level, most computation-reduction methods for EKF-based algorithms propose either exact or approximate reformulations of the estimator equations to reduce the computational cost of updating the filter’s state-covariance matrix (see, e.g., [21, 11, 24, 8] and references therein). On the other hand, to reduce the computational cost of graph-based methods, key approaches have included exploiting the sparsity of the graph, improving the computational characteristics of the minimization algorithm, and focusing computation on only the relevant parts of the graph (e.g., [13, 6, 12, 16]). By contrast, we here focus on reducing dimensionality via changing the representation of the error-state, which is conceptually different. The DEEP formulation can, in principle, be employed with any linearization-based method which maintains estimates of a platform’s trajectory, including the ones mentioned above.

Our approach is more closely related to methods which seek to reduce the number of poses included in the state vector in localization. This is typically accomplished either by simply using measurements less frequently, or by intelligently selecting only a subset of keyframes to include in the estimator [14, 22], or by pruning an already existing pose graph [15]. Our proposed approach differs in a key aspect: we do not aim at reducing the number of poses included in the estimated state vector. Instead, we decouple the representation of the trajectory (which is still represented as a set of poses) from the representation of the trajectory errors (which are represented by B-splines), and aim at reducing the dimensionality of the error state only. In our approach, the measurements recorded from all poses are processed, using a reduced-dimension representation for the pose errors. As a result, we avoid the loss of information that occurs when a number of poses and their associated measurements are discarded from the estimator.

The representation of the error states in localization has been studied in a number of previous works, which focus on addressing the fact that (most) orientation representations involve differentiable manifolds [10, 27, 9, 28]. However, in all these works, there exists a one-to-one correspondence between the number of state estimates and error states, and thus these approaches are not closely related to our work. The same holds for works where new state parameterizations are proposed (see, e.g. [5, 19]), resulting in a subsequent change in the representation of the state errors.

The approaches most closely related to ours are those that employ temporal basis functions to represent the trajectory in continuous time. Earlier works using spline-based representations of the trajectory can be found in [3, 2, 4]. The methodology was formalized in [7], and has been employed for pose estimation and calibration of rolling-shutter cameras in [23], and for visual-inertial SLAM in [18]. This continuous-time representation of the trajectory offers the advantage that, by increasing the number of basis functions (and thus the computational cost), one can model arbitrarily complex trajectories. The key difference between the DEEP formulation and the approach of the above works is that in the latter, there exists a one-to-one correspondence between the number of states in the representation (e.g., the B-spline parameters) and the number of error states. By contrast, in our proposed approach the dimensions of the estimated trajectory and of the error state are decoupled, which allows us to model complex trajectories at a lower computational cost (see Section V-B).

III. CONTINUOUS-TIME ERROR-STATE REPRESENTATION

In this section, we present the main idea of the DEEP formulation, which relies on a low-dimensional, continuous-time representation of the trajectory errors. As discussed in Section I, our choice is to employ a B-spline representation of the errors. Similarly to prior work [7], this is motivated by the need to have temporal basis functions with local support and simple analytical derivatives. In what follows, we briefly present the B-spline representation of a function, and then describe the way in which it is employed in our work.

A. B-Spline function representation

A B-spline function of degree k is a piecewise-polynomial function of degree k, defined over an interval [t0, tn]. The points ti, i = 0, . . . , n, are termed the knots of the B-spline, and in our work we assume that the knots are uniformly distributed (i.e., we employ a uniform B-spline). We employ quadratic and cubic B-splines. Over the time interval [t_i, t_{i+1}], a quadratic B-spline function is given by [25]:

\[ r_{2,i}(u) = \begin{bmatrix} \frac{1}{2} \left( u^2 - u \right) & 1 & 1 & -2 & \frac{1}{2} \left( t_{i+2} - t_{i+1} \right) \end{bmatrix} \begin{bmatrix} c_i \\ c_{i+1} \\ c_{i+2} \end{bmatrix} \] (1)

where \( u = (t - t_i) / \delta t \), \( \delta t = t_{i+1} - t_i / n \). In the above equation, \( c_i \), \( c_{i+1} \) and \( c_{i+2} \) are the parameters, termed control points, which determine the form of the polynomial function. Similarly, a
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B-splines are useful tools for representing (or approximat-
ing) a smooth function, a fact that motivated their use for trajectory modeling in [7] and derivative approaches. In these formulations, the dimension of the state vector, and therefore the computational cost of the estimator, depends on the spacing of the knots. When the knots are spaced closely in time, we are able to model complex trajectories. However, using a large number of knots increases the dimension of the state vector and the computational requirements, which is a key drawback. Moreover, since the required dimension of the knot vector depends on the trajectory itself, it may be hard to make this choice in advance (this is also discussed in [23]).

To motivate the DEEP formulation proposed here, in Fig. 1 we present the trajectory (x-y-z position) of a platform during a one-second long window from one of our simulations, which involves localization using visual and inertial measurements. Specifically, in these plots the blue solid lines represent the true trajectory; the red dash-dotted lines represent the trajectory estimate computed via inertial propagation in this time interval, starting from an initial inaccurate estimate; and the black dashed lines represent the errors in the estimates (i.e., the difference between the true and estimated position). The key point to notice in this plot is that, while the actual trajectory is quite “complex” in this time interval, the functions describing the estimation errors are much “smoother”. In turn, this means that in order to obtain an accurate B-spline approximation of the actual trajectory, a significantly larger knot vector would be required, compared to that needed for a B-spline approximation to the trajectory errors. Our approach takes advantage of this observation.

Specifically, consider a platform equipped with propriocep-
tive sensors (e.g., an inertial measurement unit (IMU)) as well as exteroceptive ones (e.g., a camera). Let us assume that during a time interval \([t_0, t_n]\), \( M \) exteroceptive measurements are recorded (e.g., \( M \) images). In the DEEP formulation, the estimator maintains an estimate for the platform states (e.g., poses) corresponding to these \( M \) time instants, \( \hat{x}_i \), \( i = 1, \ldots M \). An initial estimate for each state is computed via propagation (e.g., integration of the inertial measurements) from the latest available pose, and updated as more measure-
ment information is processed. The novelty of our approach lies in the representation of the errors. In particular, we model the state error, \( \hat{x}(t), t \in [t_0, t_n] \) via a B-spline representation.

As a result, the error in the estimate of the \( i \)-th pose, \( \hat{x}_i \), which is required in the derivation of the linearized residual equations in the estimator, can be written as a linear function of the control-point vector (see (3)). Since all linearized residuals can be written in terms of this vector, it constitutes the “error-state” of the estimator.

If the number of knots needed to accurately describe the trajectory errors is smaller than \( M \), then the dimension of the error-state vector in the DEEP formulation will be smaller than that of the “traditional” approach in which \( M \) pose errors are explicitly represented. As shown in the following sections, at least for the problem of visual-inertial localization, we can use a number of knots that is significantly smaller than \( M \) (e.g., five to ten times smaller), without incurring significant loss of estimation accuracy. The justification for this lies in the fact that, as shown in Fig. 1, the estimation errors tend to be “smooth” over short periods of time. Moreover, we note that the “complexity” of the estimation error is, to a large extent, independent from the complexity of the trajectory itself. This is useful, since it allows us to choose the knot density without having prior knowledge of the trajectory.

IV. VISUAL-INERTIAL ODOMETRY IN THE DEEP FORMULATION

We now describe a visual-inertial localization algorithm that employs the DEEP approach described in the preceding section. Visual-inertial localization is a problem that has recently
attracted significant research interest, as the miniaturization of visual and inertial sensors has rendered them ideal for pose estimation in small-scale systems (e.g., smartphones and micro aerial vehicles). The algorithm we describe here is an adaptation of the MSCKF 2.0 algorithm [20, 17] that utilizes the DEEP framework. The MSCKF 2.0 has been shown in prior work to outperform alternative methods for visual-inertial odometry, and thus can be used as a benchmark for examining the performance of the DEEP formulation.

In the original MSCKF estimator, the state vector consists of a sliding window of $M$ camera poses, which correspond to the time instants the last $M$ images were recorded. The key characteristic of the approach is that all measurements of each feature are used simultaneously once the feature is lost from tracking, to apply constraints on the poses of the sliding window. The DEEP-MSCKF estimator we describe here follows the same approach.

A. Formulation

Consider a platform equipped with an IMU and a monocular camera, moving in an area populated with naturally-occurring point features, whose coordinates are not known a priori. Our goal is to estimate the position and orientation of the platform with respect to a global coordinate frame, \{\textit{G}\}, using the inertial measurements and observations of these features. To derive the estimator’s equations, we affix a coordinate frame \{\textit{T}\} to the IMU, and a coordinate frame \{\textit{C}\} to the camera. We here assume that the camera is intrinsically calibrated, and the relative rotation and translation between \{\textit{T}\} and \{\textit{C}\} are known.

The IMU state at time-step $k$ is described by the vector:

$$
\mathbf{x}_k = \begin{bmatrix}
    I^T \hat{\mathbf{q}} \\ G \mathbf{p}_k^T \\ G \mathbf{v}_k \\ G \mathbf{b}_{gs}^T \\ G \mathbf{b}_{na}^T
\end{bmatrix}^T
$$

(5)

where $I^T \hat{\mathbf{q}}$ is the unit quaternion [29] representing the rotation from the global frame \{\textit{G}\} to the IMU frame \{\textit{T}\} at time-step $k$, $G \mathbf{p}_k$ and $G \mathbf{v}_k$ are the IMU position and velocity in the global frame, and $G \mathbf{b}_{gs}$ and $G \mathbf{b}_{na}$ are the gyroscope and accelerometer biases, respectively, which are modeled as Gaussian random-walk processes.

The error in the estimate of the IMU state (5) is defined as [17]:

$$
\mathbf{x}_k = \begin{bmatrix}
    \tilde{I}^T \hat{\mathbf{q}} \\ \tilde{\mathbf{q}} \\ \tilde{\mathbf{p}}_k^T \\ \tilde{\mathbf{v}}_k \\ \tilde{\mathbf{b}}_{gs}^T \\ \tilde{\mathbf{b}}_{na}^T
\end{bmatrix}^T
$$

(6)

where the standard additive error definition is used for the position, velocity and biases (i.e., if $\hat{\mathbf{y}}$ is the estimate of a variable $\mathbf{y}$, the estimation error is defined as $\tilde{\mathbf{y}} = \mathbf{y} - \hat{\mathbf{y}}$), while for the orientation errors we use a minimal 3-dimensional representation, defined by the equation:

$$
\tilde{I}^T \hat{\mathbf{q}} \approx \frac{1}{2} \tilde{\mathbf{q}} \otimes \begin{bmatrix}
    I \tilde{\mathbf{q}}^T \\ 1
\end{bmatrix}
$$

(7)

where $\otimes$ denotes quaternion multiplication.

B. State vector of the DEEP-MSCKF

The estimated state vector of the DEEP-MSCKF contains an estimate for the current IMU state, and for the poses at the time instants the latest $M$ images were recorded:

$$
\mathbf{x}_k = \begin{bmatrix}
    \tilde{I}^T \hat{\mathbf{q}}_k \\ \tilde{\mathbf{q}}_{k-1}^T \\ \tilde{\mathbf{q}}_{k-2}^T \\ \ldots \\ \tilde{\mathbf{q}}_{k-M}^T
\end{bmatrix}^T
$$

(8)

where $I^T \hat{\mathbf{q}}_1 = \begin{bmatrix}
    I^T \hat{\mathbf{q}}_1 \\ G \mathbf{p}_1^T
\end{bmatrix}^T$, for $i = k - M, \ldots, k - 1$, are the estimates of the IMU poses at the time instants the last $M$ images were recorded.

The above state vector is identical to the state vector of the MSCKF 2.0 formulation. The difference lies in the representation of the errors in the \{\textit{M}\} poses included in the estimated state vector. Specifically, instead of maintaining an individual error state for each of the \{\textit{M}\} poses, in the DEEP formulation we model the position and orientation errors in the time interval these \{\textit{M}\} poses were recorded by B-spline functions. The error-state of the DEEP-MSCKF therefore contains the control points of these B-splines. Specifically, the error-state vector at time-step $k$ is defined as:

$$
\tilde{\mathbf{x}}_k = \begin{bmatrix}
    \tilde{\mathbf{b}}_{gs}^T \\ \tilde{\mathbf{b}}_{na}^T \\ \mathbf{c}_{p_{k-N}}^T \ldots \mathbf{c}_{p_{k-N}}^T \mathbf{c}_{\theta_{k-N}}^T \ldots \mathbf{c}_{\theta_{k-(n-1)N}}^T
\end{bmatrix}^T
$$

(9)

where $\mathbf{c}_{p_j}$, $j = k - Nn, k - Nn + N, \ldots, k$ and $\mathbf{c}_{\theta_j}$, $j = k - (n - 1)N, k - (n - 2)N, \ldots, k$ are $3 \times 3$ control-point vectors used to represent the position and orientation errors, respectively. To simplify the presentation, we here assume that a new knot is introduced every \{\textit{N}\} camera images (note however, that having the knot interval be an integer multiple of the image period is not a strict requirement). In effect, \{\textit{N}\} here is a “decimation factor”, which determines the number of knots needed to cover the time interval in which the latest \{\textit{M}\} images were recorded. Increasing \{\textit{N}\} results in smaller size of the error-state vector (and thus lower computational cost), and vice versa. Note that in (9) the number of position control points is larger than the number of orientation control points by one. This is due to the fact that in our implementation we employ a quadratic B-spline to represent the orientation errors, and a cubic B-spline to represent the position errors. This choice was dictated by the fact that the IMU accelerometer provides measurements of the second-order derivative of the position, while the gyroscope provides measurements of the first-order derivative of the orientation.

With this representation, the errors of individual pose in the estimated state vector in (8) are expressed as:

$$
\tilde{\mathbf{q}}_j = \mathbf{B}_\theta(t_j) \mathbf{x}_{\theta_k}
$$

(10)

$$
\tilde{\mathbf{p}}_j = \mathbf{B}_p(t_j) \mathbf{x}_{p_k}
$$

(11)

where $\mathbf{B}_\theta(t_j) = \text{kron}(\mathbf{B}_2(t_j), \mathbf{I}_3)$ and $\mathbf{B}_p(t_j) = \text{kron}(\mathbf{B}_3(t_j), \mathbf{I}_3)$, with kron denoting the Kronecker matrix product, and $\mathbf{I}_3$ the $3 \times 3$ identity matrix. Moreover, we note that the errors in the velocity can also be written as a linear
function of the control points:

\[ \tilde{v}_j = B_p^{(1)}(t_j)x_{p_k} \]  

(12)

where \( B_p^{(1)}(t_j) \) is the time-derivative of \( B_p(t_j) \).

**C. State augmentation**

The DEEP-MSCKF filter proceeds as follows: let us consider that at time-step \( k \) (i.e., time \( t_k \)) a filter update is performed (see Section IV-D). From that point on, the estimator uses the IMU measurements for propagating the IMU state estimate \( x_{f_k} \), using the integration equations described in [17]. Every time a new image is recorded, a new pose estimate \( \pi_j \) is included in the estimated state vector (8), but the error-state, and corresponding covariance matrix, remains unchanged. A new set of control points is introduced in the error-state vector (9) at time \( t_{k+N} \), i.e., once \( N \) images have been recorded. At this time, the error-state is augmented by including the vector:

\[ \tilde{x}_{\text{new}} = \begin{bmatrix} B_{g_k+N}^T & B_{a_k+N}^T & c_{p_k+N}^T & c_{k+N}^T \end{bmatrix}^T \]  

(13)

which consists of the errors of the IMU biases at the current time, as well as the control points needed for representing the position and orientation errors in the time interval \([t_k, t_{k+N}]\).

To complete the augmentation, we must also augment the covariance matrix of the EKF. To this end, we must compute the covariance matrix of \( \tilde{x}_{\text{new}} \), as well as its cross-correlation with the other error-states. We begin with the expression relating the IMU-pose errors at time \( t_{k+N} \) and \( t_k \):

\[ x_{I_k+N} = \Phi_I(t_{k+N}, t_k) \tilde{x}_{k} + w_k \]  

(14)

where \( w_k \) is the process-noise error, which is zero-mean Gaussian with covariance matrix \( Q_k \). The computation of \( \Phi_I(t_{k+N}, t_k) \) and \( Q_k \) is described in [17]. To obtain an expression relating \( \tilde{x}_{\text{new}} \) with the remaining terms in the error-state vector of the DEEP-MSCKF, we note that the IMU-state errors can be written as linear functions of the error-state, owing to the properties of the B-spline representation (see (10)-(12));

\[ \tilde{x}_{I_k} = \Xi_1 \tilde{x}_{k} \]  

(15)

\[ \tilde{x}_{I_{k+N}} = \left[ \Xi_2 \quad \Xi_3 \right] \begin{bmatrix} \tilde{x}_{\text{new}} \\ \tilde{x}_{k} \end{bmatrix} \]  

(16)

Using the above equations, along with (14), and solving for \( \tilde{x}_{\text{new}} \), we obtain:

\[ \tilde{x}_{\text{new}} = \Xi_1^\dagger (\Phi_I(t_{k+N}, t_k) \Xi_1 - \Xi_4) \tilde{x}_{k} + \Xi_2^\dagger w_k \]  

where \( \Xi_1^\dagger \) is the pseudoinverse of \( \Xi_2 \). Denoting \( A = \Xi_1^\dagger (\Phi_I(t_{k+N}, t_k) \Xi_1 - \Xi_4) \), we can now write the covariance matrix of the augmented error-state:

\[ P_{k+N|k} = \begin{bmatrix} AP_{k|k}A^T + \Xi_2^\dagger Q_k \Xi_2^T & AP_{k|k} \\ P_{k|k}A^T & P_{k|k} \end{bmatrix} \]  

(17)

where \( P_{k|k} \) is the covariance matrix of the error-state vector after the update at time step \( k \). As a final step, we remove from the error-state and the covariance matrix the terms corresponding to the IMU biases at time-step \( k \), as these are no longer necessary.

**D. Update**

Once the error-state augmentation is complete, we proceed to process the feature measurements from the camera. Specifically, we process all measurements from features that (i) are no longer being tracked at time step \( k+N \), or (ii) are still being tracked at time step \( k+N \), but their oldest measurements were recorded during the time interval corresponding to the oldest available knots. The latter is necessary, since in the MSCKF after each update the oldest states (i.e., the oldest control points in this case) are removed, to maintain a sliding window of bounded length.

The update equations of the DEEP-MSCKF estimator follow closely those of the original MSCKF, with essentially the only difference being the way in which Jacobians are computed. Specifically, let us denote the measurement of feature \( i \) from the \( j \)-th pose as:

\[ z_{ij} = h(\pi_j, G_{p_j}) + n_{ij} \]  

(18)

where \( n_{ij} \) is zero-mean white Gaussian noise with covariance matrix \( \sigma^2 I_2 \), and \( G_{p_j} \) is the feature position in the global frame. Considering a feature that has been observed in \( m \) images, the first step in the update process is to employ all its measurements to obtain an estimate of its position, \( G_{\tilde{p}_j} \), via triangulation. Next, we proceed to compute the residuals for all \( m \) measurements:

\[ r_{ij} = z_{ij} - h(\pi_j, G_{\tilde{p}_j}) \]  

(19)

All these residuals are stacked in a block vector \( r_i \), whose block elements are \( r_{ij} \). To derive the EKF Jacobians, we begin by linearizing each of the above residuals:

\[ r_{ij} \simeq H_{\pi_{ij}} \tilde{\pi}_j + H_{p_{ij}} G_{\tilde{p}_j} + n_{ij} \]  

(20)

where \( \tilde{\pi}_j \) is the error in the \( j \)-th pose estimate, \( G_{\tilde{p}_j} \) is the feature position error, and \( H_{\pi_{ij}} \) and \( H_{p_{ij}} \) are the Jacobians of the measurement function with respect to the IMU pose and feature position, respectively. Employing the B-spline representation of the errors, we can write \( \tilde{\pi}_j \) as a linear function of the error-state:

\[ \tilde{\pi}_j = \begin{bmatrix} \tilde{\theta}_j \\ \tilde{\rho}_j \end{bmatrix} = \begin{bmatrix} B_{g}(t_j) \tilde{x}_{a+N} \\ B_{p}(t_j) \tilde{x}_{p+N} \end{bmatrix} = B_j \tilde{x}_{k+N} \]  

Therefore, (20) becomes:

\[ r_{ij} \simeq H_{\pi_{ij}} B_j \tilde{x}_{k+N} + H_{p_{ij}} G_{\tilde{p}_j} + n_{ij} \]  

(21)

and by stacking all \( m \) residuals we obtain:

\[ r_i \simeq H_{c_i} \tilde{x}_{k+N} + H_{f_i} G_{\tilde{p}_j} + n_i \]  

(22)

where \( H_{c_i} \) is a matrix with block rows \( H_{\pi_{ij}}, B_j, H_{f_i} \) is a matrix with block rows \( H_{p_{ij}}, \) and \( n_i \) is a block vector with elements \( n_{ij} \). Based on the linearized expression in (22), the update proceeds as in the original MSCKF, i.e., by removing \( G_{\tilde{p}_j} \) from the linearized expression. To achieve this, we define
a matrix $V_i$ whose columns form a basis for the left nullspace of $H_i$, and define $r_i^o$ as:

$$r_i^o = V_i^T r_i \simeq H_i^o \hat{x}_{k+N} + n_i^o$$

(23)

where $H_i^o = V_i^T H_i c_i$, and $n_i^o = V_i^T n_i$. For computational efficiency, we can compute $r_i^o$ and $H_i^o$ without explicitly computing $V_i$ [20]. Once $r_i^o$ and $H_i^o$ are computed, we proceed by performing a Mahalanobis gating test to reject outliers, and features whose residuals pass the test are employed in an EKF update, analogously to [20], to compute the state correction and the updated covariance matrix. Once the correction to the position and orientation knot parameters is computed in the state vector (8). After the update is complete, the oldest control points are removed from the error-state vector, similarly to the original MSCKF.

As discussed in [20], the computational complexity of the MSCKF estimator is linear in the number of features, and cubic in the size of the state vector. This remains true in the DEEP formulation of the MSCKF, where now the computational complexity is cubic in the size of the error-state vector (9). We therefore see that by changing the frequency at which new knots are introduced (i.e., changing $N$), the computational cost of the estimator will be significantly impacted. As knots are placed more sparsely (i.e., $N$ is increased), the size of the error-state vector and the computational cost of the estimator will decrease. However, placing knots more sparsely also reduces the fidelity with which the trajectory can be described, and this degrades accuracy. The key result, which we experimentally demonstrate in Sections V and VI, is that while with increasing $N$ the reduction in computational cost is rapid, the loss of accuracy is only modest.

E. Ensuring consistency

As the analysis of [17] has shown, the performance of the MSCKF estimator can be significantly improved by computing the filter Jacobians in a way that ensures that the linearized system model has observability properties matching those of the underlying nonlinear system (i.e., the global pose and yaw are unobservable). In [17] it was shown that this can be achieved if the Jacobians are evaluated using a single estimate for each of the position and velocity states (the first available one). The resulting estimator, termed MSCKF 2.0, has improved accuracy and consistency\(^1\). We here follow a similar approach to improve the performance of the DEEP-MSCKF.

Specifically, similarly to [17], we use the same estimate for each position and velocity state when evaluating all Jacobians that involve it. However, for the DEEP-MSCKF approach, an additional modification is needed. It can be shown that to maintain the appropriate observability properties of the linearized system model, the position and velocity estimates used in Jacobian evaluation must conform to a B-spline model of the trajectory [30]. Therefore, prior to each update we perform a local B-spline fitting of the new segment of the trajectory, and then use the resulting estimates in evaluating all Jacobians involving these states. We stress that, similarly to [17], these estimates are only used in order to evaluate the Jacobians, and are not used in computing residuals.

V. Simulations

In this section we present the results from two sets of Monte-Carlo simulations to demonstrate the performance of the DEEP formulation of the MSCKF algorithm. In our simulator, we generate trajectories emulating a platform (e.g., a handheld device) moving in a building-sized environment, in a trajectory that involves significant rotations and accelerations. In each Monte-Carlo trial a 3-minute, approximately 260-m long trajectory is generated, as well as feature tracks and inertial measurements with characteristics matching those that we observe in real-world datasets. Specifically, the images are available at 20 Hz, IMU measurements at 100 Hz, and the average feature-track length is 7.4 frames. In each trial, different feature positions and different noise realizations are used. The noise parameters match those of the sensors found on a LG Nexus 4 mobile device.

A. DEEP formulation vs. MSCKF 2.0

We begin by comparing the proposed DEEP formulation of the MSCKF to the "standard", pose-based formulation in [17]. Since the DEEP-MSCKF is derived by employing an approximate representation of the errors, we expect the MSCKF 2.0 to attain the highest estimation accuracy. Our goal is to examine the tradeoff between the loss of accuracy and the computational gains as $N$ changes. All estimators process the same data, and the sliding-window length at each time instant is equal to the current longest feature track (with a maximum allowable length corresponding 3 sec, or 60 poses).

The performance metrics we compute are (i) the root-mean-squared errors (RMSE) for the position and orientation, (ii) the computational cost of the methods, expressed in terms of number of floating-point operations (flops) needed for each augmentation/update cycle, and (iii) the normalized estimation error squared (NEES) for the pose errors. If we denote the pose error at time step $k$ as $\hat{x}_p(k)$ and the corresponding $6 \times 6$ covariance matrix reported by the filter by $P_p(k)$, the NEES at this time instant is defined as $\hat{x}_p(k)^T P_p^{-1}(k) \hat{x}_p(k)$. Examining the NEES gives an insight into the magnitude of the unmodeled errors incurred by the DEEP parameterization. Specifically, if significant unmodeled errors exist, the covariance matrix reported by the estimator will be smaller than the covariance matrix of the actual errors (i.e., the estimator will be inconsistent [1]), and the NEES will increase. In a consistent estimator, the expected value of the pose NEES should equal six. Thus, by examining the deviation of the average NEES from this value, we can evaluate the significance of the unmodeled errors.

\(^1\)A recursive estimator is termed consistent when the ensemble mean of the estimation errors is zero, and their ensemble covariance matrix is equal to the one reported by the estimator [1].
**Fig. 2.** Simulation results: the position and orientation RMSE, as well as the IMU-pose NEES over time. Plots are averages over 100 Monte-Carlo trials. The compared methods are the MSCKF 2.0 (blue dash-dotted line), and the DEEP-MSCKF with $N = 1$ (red dotted line), $N = 5$ (black dash-dotted line), $N = 10$ (green dashed line), and $N = 15$ (magenta solid line).

The compared methods are the MSCKF 2.0 and the DEEP-MSCKF with different values of $N$. From these plots, we can observe that up to $N = 10$, the average performance of the DEEP formulation is almost indistinguishable to that of the pose-based MSCKF formulation, while the estimation accuracy is noticeably lower for $N = 15$. To explore these results in more detail, in Table I we show the average RMSE and NEES for all algorithms, averaged over all Monte-Carlo trials and all time. Moreover, in this table we include the average flops for the different algorithms, expressed as a percentage of the flops needed in the MSCKF 2.0.

From the results of Table I we can clearly see that, as the knot density decreases in the DEEP-MSCKF (i.e., as $N$ increases), the computational cost of the algorithm decreases rapidly, while the estimation errors increase slowly. For instance, when $N = 5$, we achieve 89% savings in computation, while incurring an approximately 1% increase in RMSE. Moreover, note that for values up to $N = 10$, the NEES remains close to the “ideal” value of 6. This indicates that the unmodelled errors resulting from the DEEP formulation are sufficiently small.

**B. DEEP formulation vs. B-spline trajectory parameterization**

We next compare the performance of the proposed DEEP formulation to a version of the MSCKF estimator that employs the temporal basis function (TBF) formulation of [18, 7, 23]. The latter estimator is similar to the one presented in Section IV, with the difference that the trajectory itself, rather than just the errors, are modeled by B-splines. This comparison is informative as both these approaches have practically identical computational cost, since for the same value of $N$ they involve error-state vectors of the same size.

Table II shows the results of 100 Monte-Carlo simulations, comparing the two approaches for $N$ ranging between one and five. We can observe that the two parameterizations have similar results when $N = 1$, but the performance of the TBF approach degrades rapidly for larger values of $N$. When $N = 5$, the position RMSE of the TBF formulation is more than quadruple that of the DEEP. Moreover, the NEES of the TBF formulation is larger than its ideal value by an order of magnitude.

Two important conclusions can be drawn from these results. First, it becomes clear that the good performance of the DEEP approach cannot be attributed to the use of a “smooth” trajectory in the simulator. If that were the case, then a B-spline representation of the trajectory (which is used in the TBF approach) would suffice, and would also yield good results. Second, we can see that the decoupling of the representation of trajectory estimates from that of the trajectory errors, which is the key novelty of the DEEP formulation, yields added representational power, compared to a standard B-spline representation of the trajectory. Since the trajectory estimates are represented by a set of poses, no assumption on the form of the trajectory itself is imposed, and this leads to the favorable accuracy-computation tradeoff observed in Table I.

**VI. REAL-WORLD EXPERIMENT**

We next present the results of a real-world experiment, in which a camera/IMU platform was mounted on a car driven in a residential area of Riverside, CA. The trajectory length was 5km, driven in 20 min, and sample images from the experiment are shown in Fig. 4. Shi-Tomasi features were extracted from images [26], and normalized cross-correlation was used for

---

**TABLE I**

<table>
<thead>
<tr>
<th>Orientation RMSE (deg)</th>
<th>N=1</th>
<th>N=5</th>
<th>N=10</th>
<th>N=15</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSCKF 2.0</td>
<td>0.577</td>
<td>0.578</td>
<td>0.577</td>
<td>0.596</td>
</tr>
<tr>
<td>Position RMSE (m)</td>
<td>0.505</td>
<td>0.504</td>
<td>0.509</td>
<td>0.529</td>
</tr>
<tr>
<td>NEES</td>
<td>6.63</td>
<td>6.38</td>
<td>6.36</td>
<td>6.68</td>
</tr>
<tr>
<td>Flops</td>
<td>100%</td>
<td>112.45%</td>
<td>11.18%</td>
<td>6.20%</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Orientation RMSE (deg)</th>
<th>N=1</th>
<th>N=3</th>
<th>N=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEEP</td>
<td>0.569</td>
<td>0.563</td>
<td>0.567</td>
</tr>
<tr>
<td>TBF</td>
<td>0.577</td>
<td>0.571</td>
<td>0.572</td>
</tr>
<tr>
<td>NEES</td>
<td>6.24</td>
<td>6.40</td>
<td>6.16</td>
</tr>
</tbody>
</table>
feature matching. All feature tracks were extracted in a pre-processing step, and used by all the algorithms compared, to ensure that all methods use exactly the same measurements.

Fig. 3 shows the trajectory estimated by the MSCKF 2.0 and the DEEP-MSCKF with $N$ ranging from 1 to 15. The trajectory is plotted on a map of the area, along with the ground-truth trajectory provided by a high-precision GPS/INS solution. Moreover, in Fig. 5 we plot the position errors (distance between the computed estimates and ground truth) throughout the trajectory. Table III lists the average position errors throughout the trajectory, as well as the computational cost of the DEEP formulation with different values of $N$ as a percentage of the cost of the MSCKF 2.0. We can observe that, as in the simulation results presented in the preceding section, the DEEP-MSCKF formulation results in accuracy that is similar to that of the MSCKF 2.0 algorithm, but has significantly lower computational cost when $N \geq 5$. In fact, for this specific dataset, the smallest average errors are obtained by the DEEP-MSCKF with $N = 5$. This is due to the stochastic nature of the noise, and we expect that if several experiments were conducted, the accuracy would decrease monotonically with $N$, as in the Monte-Carlo simulations.

**TABLE III**

<table>
<thead>
<tr>
<th>$N$</th>
<th>MSCKF 2.0</th>
<th>N=1</th>
<th>N=5</th>
<th>N=10</th>
<th>N=15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. position error (m)</td>
<td>13.01</td>
<td>13.20</td>
<td>10.65</td>
<td>16.29</td>
<td>12.20</td>
</tr>
<tr>
<td>Flops</td>
<td>100%</td>
<td>104.23%</td>
<td>7.71%</td>
<td>4.17%</td>
<td>3.26%</td>
</tr>
</tbody>
</table>

**VII. Conclusion**

In this paper, we have presented a novel formulation for the representation of the trajectory in pose-estimation problems. The key idea of the proposed DEEP approach is the decoupling of the representation of the trajectory estimates from that of the trajectory errors. Specifically, for the former a general, pose-based representation is employed, which imposes no assumptions on the form of the trajectory. On the other hand, for the latter a B-spline representation is used. This makes it possible to reduce the dimensionality of an estimator’s error-state vector, simply by lowering the frequency at which knots are introduced. This general approach is used to design a novel visual-inertial odometry algorithm, which we term DEEP-MSCKF. By comparing the performance of this method to the “traditional” pose-based MSCKF formulation of [17], we demonstrate that the DEEP formulation yields substantial gains in computational efficiency, while resulting in only small loss of accuracy.
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