DiPCAN: Distilling Privileged Information for Crowd-Aware Navigation
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Abstract—Mobile robots need to navigate in crowded environments to provide services to humans. Traditional approaches to crowd-aware navigation decouple people motion prediction from robot motion planning, leading to undesired robot behaviours. Recent deep learning-based methods integrate crowd forecasting in the planner, assuming precise tracking of the agents in the scene. To do this they require expensive LiDAR sensors and tracking algorithms that are complex and brittle. In this paper we propose a two-step approach to first learn a robot navigation policy based on privileged information about exact pedestrian locations available in simulation. A second learning step distills the knowledge acquired by the first network into an adaptation network that uses only narrow field-of-view image data from the robot camera. While the navigation policy is trained in simulation without any expert supervision such as trajectories computed by a planner, it exhibits state-of-the-art performance on a broad range of dense crowd simulations and real-world experiments. Video results at https://europe.naverlabs.com/research/dipcan.

I. INTRODUCTION

If robots are to assist humans in everyday tasks, they must be capable of safely navigate in crowded dynamic environments. Traditionally, methods addressing social navigation decouple people motion prediction from robot motion planning [33]. Early approaches consider humans as non-responsive obstacles [5, 17, 56], resulting in unnatural behaviours that cause the robot to, e.g., block human paths [56] or move in a way that surprises the human, who in turn reacts unpredictably creating a short oscillatory interaction, the so-called “reciprocal dance” phenomenon [16]. Subsequent works have proposed to plan robot path after predicting future possible trajectories of nearby humans [3, 49]. These approaches often result in exploding complexity, with possible future trajectories of pedestrians filling the entire space and leading to undesired phenomena such as the “freezing robot” problem [49].

In recent years, promising deep learning-based methods have been developed to predict pedestrian movement and plan robot actions. A large body of work in this area focuses on forecasting trajectories of humans in crowds [25, 35, 55]. Deep Reinforcement Learning (RL) approaches have also been proposed to jointly model crowd motion and robot control [6, 13, 28]. While achieving high accuracy in predicting human paths, these methods rely on precise tracking of the agents in the scene, usually using combinations of RGB-D images and wide field-of-view (FOV) LiDAR information. Therefore, these methods typically face several difficulties when transferring to a robot platform. On the one hand, it is difficult to precisely track moving pedestrians from the robot perspective: occlusions, motion blur, sensing and processing power limitations inevitably degrade the quality of the results, with errors accumulating in the downstream task. On the other hand, it is desirable to use an affordable sensor suite that does not require LiDAR and complex sensor fusion techniques for wide angle, accurate range estimation.

In this work we address the task of point-goal navigation with a LoCoBot robot [2] in a crowded environment (Figure 1). The robot has to reach a target location while avoiding dense dynamic crowds using only the robot wheel odometry and narrow FOV depth camera. Videos of the experiments can be viewed at https://europe.naverlabs.com/research/dipcan.

Fig. 1: The proposed DiPCAN architecture controls a robot (top) to reach a target location (bottom) while avoiding dense dynamic crowds using only the robot wheel odometry and narrow FOV depth camera. Videos of the experiments can be viewed at https://europe.naverlabs.com/research/dipcan.
Fig. 2: Proposed DiPCAN system. The robot is trained in simulation (right) to reach a goal located across a densely crowded space. In training phase 1 (top-left), the navigation policy \( \pi \) and the encoder \( \mu \) are trained together with RL using privileged information about positions of pedestrians, shown on the top-left. The robot is the black dot and the coloured dots pinpoint exact people locations within the FOV of the robot, indicated with a grey cone. The grey dots are pedestrians outside of the FOV of the robot. In training phase 2 (bottom-left) the adaptation module \( \phi \) is trained using supervised learning to generate \( \hat{z}_t \), an estimate of \( z_t \), using only historic image data. On the bottom-left of the figure we show depth images used to train the adaptation network \( \phi_D \) (see Section III-B3). At deployment, \( \phi \) generates the latent vector \( \hat{z}_t \) which is concatenated with the non-privileged information \( n_t \) and fed to the policy \( \pi \) to generate \( a_t \).

The key idea here is to distill the knowledge of the encoder \( \mu \) into the adaptation network \( \phi \) that learns to reason about pedestrian motion using only historic image data and produces the low-dimensional context vector \( \hat{z}_t \). Crucially, we do not need to accurately estimate pedestrians’ tracks. However, we are neither training a policy using images in an end-to-end fashion, which is known to be complex because of the high data dimensionality, and hard to transfer because of the large simulation-to-real gap. As pointed out by Eysenbach et al. [14], conventional end-to-end RL agents might use too many bits of information from their environment which are irrelevant for decision making: compressing state information to latent representations relevant to the control policy, as done here by the encoder \( \mu \) and the adaptation network \( \phi \), leads to more effective training while achieving superior performance.

To summarize, the main contributions of our work are:

- A new approach to bridge the gap between crowd trajectory prediction and realistic robot control using narrow FOV robot camera. The method is modular and makes it possible to use the encoder module from any state-of-the-art crowd modelling method to learn a context vector from privileged pedestrian position information. The modularity of the architecture allows the use of different adaptation networks and sensor modalities without modifying previously trained policies. Here we propose two adaptation modules, one based on depth images and one on people detections on RGB images.
- An environment and a procedure to train and evaluate our method. We demonstrate the DiPCAN approach in a...
broad range of conditions and we benchmark against several baselines, achieving promising results in challenging simulation environments.

- The deployment of the proposed architecture on a LoCoBot robot for real-world navigation experiments.

II. RELATED WORK

A. Navigation with pedestrian collision avoidance

Collision avoidance is the minimum requirement for mobile robots to safely navigate, and as such is a long-standing area of research in robotics. Seminal works on collision avoidance consider only static obstacles [5, 17, 56], leading to well-known undesired phenomena in dynamic environments such as robots freezing or “dancing” with nearby pedestrians. To overcome these limitations, subsequent works include pedestrian motion predictions in their models [3, 12, 49]. These approaches are computationally expensive [12] and predicted pedestrian trajectories quickly fill the entire space leading to the well-documented freezing robot problem [49]. In fact, Dynamic Window Approach (DWA) [17], and modern variants that use similar trajectory roll-out strategies such as Time Elastic Bands [41], are still the de-facto standard local planning methods for mobile robots [32].

Recently several methods based on deep learning have been developed to address the problem of collision avoidance with pedestrians [15, 22, 31, 37, 38, 43]. However, these methods use an expensive wide-FOV LiDAR sensor to accurately estimate the position of neighbouring pedestrians. Few works propose approaches to collision avoidance using imaging modalities with limited FOV, such as depth [8, 46], color images [47, 54], or grayscale images [52]. However, these approaches either do not account for the presence of dynamic obstacles, or consider scenarios with few pedestrians [8, 46, 47].

In contrast to existing methods, we address the problem of navigation with pedestrian collision avoidance in extremely dense crowds using only a narrow FOV imaging sensor.

B. Crowd trajectory prediction

Crowd trajectory modelling and prediction is an active area of research. While only few relevant methods are reviewed here, we refer the interested reader to recent comprehensive surveys on this topic [25, 42].

In their pioneering work, Helbing and Molnar [19] propose to model human interactions in crowds with attractive and repulsive forces and introduce the Social Force model of motion. Another successful model of motion is the Optimal Reciprocal Collision Avoidance (ORCA) model [50], which assumes that all agents in the scene use the same collision avoidance strategy. More recently, the community has focused on deep learning-based approaches [6, 13, 25, 28, 35, 48, 55], which provide flexible and computationally efficient solutions to crowd motion forecasting. Crucially, all these lines of research assume a fully observable state, e.g., the exact positions of all pedestrians in the scene are known [25]. While this is a reasonable assumption for video surveillance use cases where crowd footage is captured by a camera with top-down view over the scene, this limits the applicability of the methods to robotic platforms. Few of these approaches have been demonstrated on a robot [6, 13, 28], but they first need to accurately track pedestrians positions from the robot perspective, usually using a combination of RGB-D images and LiDAR scans.

Data-driven crowd trajectory prediction methods are typically composed of an interaction module to embed crowd dynamics information in a context vector, and a decoder to predict the next pedestrians positions. In our work we use the encoder part of one of the state-of-the-art methods reviewed in [25] to generate the context vector that models crowd motion. In contrast to previous work though, accurate pedestrians positions are only needed to train the encoder and are not used at deployment, when the context vector is estimated using only image data captured by the robot.

C. Learning with privileged information

Learning using privileged information [51] is a paradigm applied to a broad range of problems. Lately it has been successfully used for robot control [7, 23, 45, 47], where a student policy with limited information learns to imitate a teacher that has access to information not available at deployment. Our work differs from these approaches in the fact that we do not rely on an oracle policy, but we use privileged information to model properties of the environment.

Learning with privileged information is closely connected with the network distillation framework [20, 50], where knowledge is compressed and transferred across neural networks by setting the output of one network as target distribution for the other network. Specifically, the use of the adaptation network \( \phi \) (Figure 2 and Section II-C2) relates to cross-modal distillation approaches which exploit at training information from a modality unavailable at testing e.g. by predicting this information through an auxiliary loss. For example, Hoffman et al. [21] propose an object detection model with a hallucination branch trained to mimic mid-level features from a depth convolutional network using only RGB images. Similar ideas have been applied into several fields such as action recognition [18], semantic segmentation [29] and visual question-answering [11]. While there is a clear connection between these lines of research and the proposed adaptation network, we are not aware of comparable approaches that distill privileged pedestrian trajectory information into an image-based network. Besides, the adaptation network, while important, is only a component of the overall system.

Our approach is more closely related to recent works on legged robot locomotion [26, 27], where an adaptation network that uses historic robot proprioception data is trained to reproduce a context vector representing properties of the environment. The context vector is then processed by a policy to generate robot controls. The idea also draws connections with the Asymmetric Actor Critic [49] approach, where privileged information not available at test time is provided to the critic during training. In the context of robot navigation, Choi
et al. [8] propose an Asymmetric Actor Critic agent that uses privileged local map data to train a navigation policy using narrow FOV depth sensor.

III. METHODS

A. Preliminaries

We consider the problem of point-goal navigation in crowded environments. The LoCoBot follows differential drive kinematics and its sensed state at time \( t \), \( s_t \), consists of its linear and angular velocities \( s_t = [\dot{x}_t, \psi_t] \). The goal position is given relative to the initial robot pose as \( g = [\Delta x^g, \Delta y^g] \). The robot is controlled with the velocity commands \( u_t = [v_t, \omega_t] \), where \( v_t \in [-v_{\text{max}}, v_{\text{max}}] \) controls the linear velocity, and \( \omega_t \in [-\omega_{\text{max}}, \omega_{\text{max}}] \) controls the angular velocity.

The non-privileged information vector at time \( t \) is then formed as:

\[
\begin{align*}
    n_t = [d_t, \cos(\theta_t), \sin(\theta_t), \dot{x}_t, \dot{\psi}_t],
\end{align*}
\]

where \( d_t \) is the Euclidean distance between the robot position at time \( t \) and the goal, \( \theta_t \) is the angle to the goal relative to the robot’s heading \( \dot{\psi}_t \), and \( \dot{x}_t \) and \( \dot{\psi}_t \) are the robot’s linear and angular velocities.

The robot is equipped with a front-facing RGB-D camera with resolution 360 × 640 pixels, and the depth channel is downsampled to 90 × 160 pixels. The objective of the robot is to get within 0.5 m of the goal location \( g \) in the given time budget \( T \) without colliding with pedestrians in the scene.

B. Model

The proposed model architecture is inspired by [26], with two main differences: here the encoder \( \mu \) is specifically designed to capture pedestrians’ movements and interactions, and it is derived from a state-of-the-art crowd modelling encoder [48]. The adaptation network \( \phi \) is designed to use high-dimensional image data to reconstruct the context vector \( \hat{z} \), as opposed to low-dimensional input data used in [26].

1) Base policy and controller: The base policy \( \pi \) takes as input the vector \( n_t \in \mathbb{R}^5 \) concatenated with the context vector \( z_t \in \mathbb{R}^{16} \), which is computed starting from privileged information at time \( t \). The policy \( \pi \) predicts the next action based on these inputs as:

\[
    a_t = \pi(n_t, \mu(p_t)).
\]

We use five discrete actions, MOVE_FORWARD, MOVE_BACKWARD, TURN_LEFT, TURN_RIGHT and STOP. The controller converts these actions to robot velocity commands \( u_t = [v_t, \omega_t] \) by associating 80% of the LoCoBot maximum linear or angular velocity to the corresponding action. The policy \( \pi \) is implemented as a 3-layer multi-layer perceptron (MLP) with hidden layers of size 32, and it is trained jointly with the encoder \( \mu \) by maximizing the expected return using the Proximal Policy Optimization (PPO) algorithm [44]. More details about the training procedures will be presented in Section III-C1.

2) Encoder: The encoder \( \mu \) is responsible for encoding the privileged information \( p_t \) about the crowd situation around the robot. As recommended in [25], we use a non-grid based method that uses as input the position, velocity and acceleration of neighboring pedestrians relative to the robot. We follow the approach proposed in [48] and form the input \( p_t \in \mathbb{R}^{24} \) by concatenating 6-D vectors representing relative position, velocity and acceleration of the \( N = 4 \) closest neighbors in front of the robot within the horizontal FOV of 90° and closer than 10 m. The 6-D vector corresponding to each pedestrian is embedded using an MLP and these embeddings are then concatenated and fed to another MLP to generate the context vector \( z_t \in \mathbb{R}^{16} \). We have selected this architecture because, despite its simplicity, it is among the best-performing methods benchmarked in [23], providing a good trade-off between complexity and performance. While benchmarking the best crowd trajectory prediction model is out of the scope of this work, the modular structure of the proposed approach allows to use any other crowd motion prediction model. In particular, since we use the same data structure of the TrajNet++ baselines, any alternative approach implemented in [25] could be employed.

3) Adaptation network: The privileged information necessary to encode the vector \( z_t \) is not available at deployment, hence we propose to estimate \( z_t \) using the history of sensor data available to the robot through its on-board camera. We train the adaptation network \( \phi \) using supervised learning in the simulator. The network \( \phi \) does not attempt to predict the privileged information \( p_t \), but a low-dimensional representation \( z_t \) relevant to the policy \( \pi \), which is a significantly simpler task and arguably transfers better from simulation to real-world [26]. Indeed, qualitative and quantitative results in Section IV-C demonstrate that our approach leads to better performance than explicitly estimating pedestrians’ tracks.

Thanks to the modularity of the approach it is possible to use different adaptation networks without modifying the robot control policy. For example, depending on the sensor configuration available one can define different types of non-privileged information. Here we propose two distinct adaptation models: one based on history of depth images, and a second one that uses the history of people detections in RGB images. We propose these modalities, as opposed to raw RGB images, because we argue that the difference between real and synthetically generated data is smaller in the case of depth images or detections. Since illumination and texture effects are not present in depth images, the reality gap is easier to bridge than that existing between real and synthetic color images. People detectors, like the YOLOv4 [4] used here, are highly optimized for real-world scenes and empirically we observe that they exhibit comparable performance in real and simulated images. Also, since detections represent a higher level of abstraction, intuitively networks trained on those should transfer better from simulation to reality than networks trained on raw images.

The first adaptation network, \( \phi_D \), is implemented with an architecture inspired by the recent Video Transformer Network
(VTN) [3], which is designed to reduce training and inference runtime while maintaining high performance of Transformer-based methods. The input to \( \phi_D \) is depth images \( h \in \mathbb{R}^{90 \times 160} \) (Figure 2, bottom). We use a simple CNN-based 2D spatial backbone similar to the one proposed in [4] for feature extraction from depth images. This network has three layers with [num. input channels, num. output channels, kernel size, stride] equal to [1, 32, 8, 4], [32, 64, 4, 2], [64, 32, 3, 1] respectively. The output is flattened into a 1-D vector which is fed to a temporal attention-based encoder with time window of length 10. The encoder output is processed by an MLP head to generate the vector \( \hat{z}_t \in \mathbb{R}^{16} \).

The second adaptation network, \( \phi_Y \), features an architecture similar to the crowd encoder network \( \mu \): people are detected using a pre-trained YOLOv4 [4] model on RGB images captured by the robot camera. A fixed number of \( N = 4 \) detections with largest bounding box is considered, as we assume the largest bounding boxes to be associated to the closest pedestrians. The detections’ bounding box height and width, centroid and confidence are used as input \( h \in \mathbb{R}^{16} \) and embedded using an MLP. These embeddings are concatenated and fed to another MLP to extract a feature vector that is processed by a temporal attention-based encoder with time window of length 10. The output is processed by an MLP head to generate \( \hat{z}_t \in \mathbb{R}^{16} \).

C. Training

The models are trained on the realistic iGibson simulation environment [3] based on the PyBullet physics engine [9] that uses the LoCoBot URDF model and simulates joint actuation. Dynamic pedestrian simulation is inspired by the implementation of the 2022 iGibson Social Navigation challenge [1] and includes two motion models: pseudo-random time-correlated motion and ORCA model of motion [30].

1) Training Phase 1, Reinforcement Learning: The first training phase consists in learning jointly the base policy \( \pi \) and the encoder network \( \mu \). This ensures that the context vector generated by \( \mu \) contains relevant information for the policy \( \pi \). We use a random number of human-like agents into the environment. In 20% of the experiments all the agents are static, in 20% they move according to pseudo-random time-correlated motion and on 60% of the experiments they move according to the ORCA policy. In all the experiments with moving pedestrians, a random subset of those (up to 40% of the total number of pedestrians) is static. In all the random movement simulations and in 25% of the ORCA-controlled simulations humans do not perceive the robot, such that we can account for possible non-cooperative behaviours. Humans’ target speed is randomized by uniformly sampling it for each pedestrian. All human agents are initialized in random positions in the environment within a 10 m × 10 m square and they are given goals in a randomized location in the same area. Once humans reach their destination in the environment they are assigned new random goals. The robot start and goal locations are randomized but constrained to be at a minimum distance of 12 meters on the opposite sides of the 10 m × 10 m square where the pedestrians move.

We train the networks using the Proximal Policy Optimization (PPO) algorithm [44] to maximize the expected return:

\[
J(\pi) = \mathbb{E}_\pi \left[ \sum_{t=0}^{T} \gamma^t r_t \right],
\]

where \( T \) is the episode’s horizon, \( \gamma = 0.99 \) is the discount factor and the reward \( r_t \) at each time step is computed as:

\[
r_t = \begin{cases} 
0.5 & \text{if success;} \\
-0.5 & \text{if collision;} \\
-0.2 \cdot r^v_t + 0.1 \cdot r^p_t & \text{otherwise.}
\end{cases}
\]

An episode is successful if the robot gets within 0.5 m of the goal location within the time budget \( T = 1200 \) steps. \( r^v_t \) is the space violation term and equals 1 if the robot gets closer than 0.5 m to a pedestrian and 0 otherwise. \( r^p_t \) is the potential reward that encourages the robot to move towards the goal, and it is computed as \( r^p_t = d_t - d_{t-1} \), where \( d_t \) is the Euclidean distance between the robot and the goal at time \( t \).

Our agents have to be able to cope with a range of crowd densities. If the models are trained with a fixed number of pedestrians we observe that they cannot scale effectively to denser crowds. However, if the density of pedestrians in the scene is randomized over a broad range of values, convergence is slow and there is the risk to incur in catastrophic forgetting. To overcome these limitations a standard approach, used also in related works [26, 28], is to gradually increase the complexity of the training environment. Using a curriculum we train the networks \( \pi \) and \( \mu \) for 10 million steps with a learning rate of 1e − 4 on environments with the number of pedestrians \( n_{\text{ped}} \) sampled from a uniform random distribution in the interval \( [0.7 \cdot n_{\text{ped}}, 1.3 \cdot n_{\text{ped}}] \). The training starts with \( n_{\text{ped}} = 5 \) and the number of pedestrian increases linearly every 60,000 steps up until \( n_{\text{ped}} = 20 \).

2) Training Phase 2, Supervised Learning: In this second phase we train the adaptation module. We use either the past images captured by the robot depth camera or the past pedestrian detections as input, and \( \hat{z}_t \) given by the encoder \( \mu \) as supervising signal. Both are available in simulation, so the adaptation network \( \phi \) can be trained via supervised learning to minimize: MSE(\( z_t, \hat{z}_t \)) = \|z_t - \hat{z}_t\|_2^2, where \( \hat{z}_t = \mu(p_t) \). The optimization process is run for 5 million steps, during which the MSE loss is minimized using the Adam optimizer [24] with a learning rate of 1e − 5. We apply geometric and appearance image augmentation [30] both to RGB and depth images to increase the robustness of the learned networks and facilitate transfer to the real robot.

IV. EXPERIMENTS

We test our proposed approach, DiPCAN, on the point-goal task in environments with moving pedestrians. As mentioned in Section III-B3 we implement two adaptation networks that lead to two versions of DiPCAN. DiPCAN-D uses the adaptation network \( \phi_D \), trained using past depth images,
together with the base policy $\pi$ trained during training phase 1. DiPCAN-Y uses $\phi_Y$, trained on past person detections, with the same base policy $\pi$.

A. Baselines

We compare DiPCAN-D and DiPCAN-Y to the following baselines:

1) DWA: The Dynamic Window Approach (DWA) [5] [17] is the default local planner in the ROS Navigation stack. Input to DWA are the goal coordinates and the exact positions of pedestrians within the robot FOV. At each step DWA rolls out a set of feasible trajectories and selects robot commands $u_t = [v_t, \omega_t]$ to execute the trajectory that maximizes robot velocity, clearance and proximity to the goal.

2) DiPCAN-P: The architecture depicted in Figure 2 (top) uses privileged information $p_t$ about exact pedestrians position as input to the encoder $\mu$ to generate $z_t$. This model does not use any adaptation network and exploits privileged information unavailable at testing, thus representing an upper bound for DiPCAN. In practice this architecture is very similar to the method proposed in [28] for the pedestrian-only case that assumes perfect pedestrian localization and tracking.

3) Recon-D: This baseline uses the DiPCAN-P architecture just described and a reconstruction network $\rho_D$ with the same VTN architecture of $\phi_D$ to generate $\hat{p}_t$, an estimate of the privileged pedestrian information $p_t$. $\rho_D$ is trained using the same procedure of $\phi_D$ (Section III-C2). Performance comparison between DiPCAN-D and Recon-D sheds light on the importance of the intermediate low-dimensional embedding $z_t$ and substantiates the claim that it is easier to estimate such embedding instead of the privileged information.

4) Recon-Y: Similarly, it uses the DiPCAN-P architecture where the privileged information $\hat{p}_t$ is estimated through a reconstruction network $\rho_Y$ with the same architecture of $\phi_Y$.

5) PPO-D: This agent has the same base policy architecture of DiPCAN (Section III-B1). The input to the policy is $n_t$ concatenated with a context vector $\tilde{z}_t$ generated using a sequence of depth images embedded by network $\psi_D$ which has the same VTN architecture of the adaptation network $\phi_D$ (Section III-B3). The policy and embedding network $\psi_D$ are jointly trained in one phase using PPO under the same training conditions and parameters as in our proposed approach. PPO-D can be seen as a standard end-to-end approach that does not use privileged information about pedestrian positions to generate the vector $\hat{z}_t$. The comparison of DiPCAN-D and PPO-D performances provides insights about the importance of privileged information to condition the learning of the context vector.

6) PPO-Y: This baseline has the same base policy architecture of DiPCAN. The input to the policy is $n_t$ concatenated with the context vector generated using YOLO detections of pedestrians by $\psi_Y$, a network with the same architecture of our proposed $\phi_Y$ adaptation network (Section III-B3). Again, the difference between DiPCAN-Y and PPO-Y is that the latter is trained in one end-to-end phase without using privileged information about pedestrian positions to generate $\hat{z}_t$.

B. Analysis of the learned components

1) RL policies: Training control policies using RL is notoriously complex [14]. We argue that using privileged information in DiPCAN to form a low-dimensional feature vector to guide the policy $\pi$ has a positive impact on training. To study this hypothesis we analyze the training curves for the PPO-D and PPO-Y models and we compare with those of DiPCAN-P, the model trained with RL in Training Phase 1 (Section III-C1). The average reward (solid line) and its standard deviation (shaded) over 5 random seeds over the course of training for the three architectures are shown in Figure 3a. Rewards are recorded every 50,000 training steps by sampling the PPO policies, and the learning curves are smoothed by averaging over a 5-point window. The grey shaded area on the background shows the progression of the curriculum during training, with the average number of pedestrians on the scene linearly increasing from 5 to 20 every 600,000 steps.

DiPCAN consistently achieves better overall performance than the other architectures. The guidance provided by privileged information forms a prior that leads to substantially stabler training and higher average rewards. PPO-D, trained with depth images, learns reasonable policies at the beginning of training, when very few pedestrians are present in the scene.
With the number of pedestrians increasing, PPO-D fails to converge to a meaningful policy. PPO-Y, which is trained starting from much lower dimensional features representing people detections, exhibits significantly better performance than PPO-D, however the variance of the obtained rewards is large and rewards are lower than DiPCAN across all seeds.

2) Adaptation networks: For each of the five DiPCAN-P models we train adaptation networks $\phi_D$ and $\phi_Y$ distilling the corresponding $\mu$ encoders. Figure 3b shows the average and standard deviation (shaded areas) of the MSE achieved during Simulation Phase 2 for $\phi_D$ (blue) and $\phi_Y$ (magenta). The adaptation network using depth images consistently approximate the path taken by the agent in the episode. In [1] all pedestrians follow an ORCA policy and $p_i$ is the time taken by an ORCA agent to reach the goal. Since not all our experiments involve ORCA agents and there is no obvious way to set an oracle policy, we fix the value of $p_i$ to 400, which is a lower bound of the times steps taken by any agent tested in our experiments to reach the goal.

- Personal Space Compliance (PSC): the percentage of time steps in which the robot complies with pedestrians’ personal space set at 0.5 m radius around each human-like agent.
- Collision Rate (CR), the percentage of episodes in which the robot collides with a pedestrian.

The intuition behind the use of these metrics is that an agent needs to balance between taking as little time as possible to reach the goal (high STL) and incurring less personal space violation to the pedestrians (high PSC), while avoiding collisions (low CR).

Table II shows results for the proposed methods, DiPCAN-D and DiPCAN-Y, and for the baselines presented in Section IV-A in environments with an average of 10, 20 and 30 pedestrians. For each setting we perform the same 400 experiments. For DWA, scores are averaged over these 400 experiments. For the other methods, the reported values are averaged over 2000 experiments, i.e., 400 runs for each of the randomly initialized policies in Figure 3a. PPO-D, PPO-Y and DiPCAN-P. Recon-D and Recon-Y use the DiPCAN-P architecture and estimate the privileged input using the networks $\rho_D$ and $\rho_Y$ respectively. DiPCAN-D and DiPCAN-Y use the base policy $\pi$ of DiPCAN-P, but the context vector is generated by $\phi_D$ and $\phi_Y$ respectively. Best performance is highlighted in bold and second-best in blue.

The proposed approaches, DiPCAN-D and DiPCAN-Y, clearly outperform alternative baselines in terms of success rate and speed to get to the goal, while achieving a good compromise in terms of safety and pedestrian comfort. Remarkably, performance degradation compared to DiPCAN-P is small, especially for DiPCAN-D that uses depth images. DiPCAN-D achieves better navigation metrics than DiPCAN-Y, arguably because the adaptation network $\phi_D$...
Fig. 4: Example results of robots controlled by DWA (column 1), Recon-D (column 2), PPO-Y (column 3) and the proposed DiPCAN-Y, -D and -P agents (columns 4, 5 and 6 respectively) navigating from their start position (■ on the left side of each sub figure) to the goal (★ on the right). The robot trajectory is drawn in black while pedestrians trajectories are colored, with thickness and opacity increasing with time. Each row shows results for a different experimental setup, detailed on the left.

approximates the context vector better than $\phi_Y$ (see Figure 3b).

As mentioned earlier, DiPCAN-P is very similar to the approach proposed by Liu et al. [28], and performance is indeed in line with one reported in [28], where their state-of-the-art navigation method that uses exact pedestrian tracking achieves 87% success rate on environments with on average 10 pedestrians.

As expected, DWA, that uses privileged exact information about pedestrians positions, runs a conservative strategy with low collision rates, but it clearly fails to successfully navigate in the more intricate scenarios.

Recon-D and Recon-Y make use of the DiPCAN-P model, thus the performance degradation is caused by estimation errors of pedestrian state estimation that propagate downstream in unpredictable ways, leading to low performance and notably high collision rates.

As pointed out in Section IV-B we did not manage to train a meaningful control policy using the end-to-end PPO-D model. This is reflected in the poor results displayed in Table I. PPO-Y achieves significantly better scores than PPO-D, but still average performance is lower than that of DiPCAN methods, especially in complex scenarios. From these results it appears clear that capturing the underlying crowd dynamics using the context vector and learning to reproduce such context from images brings considerable benefits.

Example results of the baselines and proposed approaches are shown in Figure 4. We omit results for Recon-Y and PPO-D because these agents do not lead to meaningful control policies. In each panel the robot trajectory is drawn in black while pedestrian trajectories are colored, and their thickness and opacity increase with time. Colored dots pinpoint the positions of static pedestrians. The robot start and target positions are indicated with a red square and a green star respectively.

The first row shows trajectories for a relatively simple environment with 8 static human-like agents. All agents but Recon-D (column 2) reach the goal: DWA (column 1) follows a very efficient trajectory, PPO-Y (column 3) reaches the target with a slightly longer path, and the DiPCAN models (columns 4, 5 and 6) follow closely the optimal DWA trajectory. Recon-D collides with a pedestrian, likely because of a distance estimation error. This example shows the drawback of the “classic” pipeline that first estimates the state of neighbouring obstacles and then plans the robot motion based on potentially faulty estimates. The second row displays results for an environment with 23 static pedestrians. This time only the DiPCAN-D and DiPCAN-Y agents manage to reach the goal, while surprisingly the policy with access to privileged information about exact people locations, DiPCAN-P, gets the robot stuck in between several pedestrians. On average DiPCAN-P performs slightly better than its non-privileged counterparts (see Table I), but it is interesting to observe the skills that the DiPCAN agents learn for navigating in such complex setting. The third row of figures shows results for an experiment with pedestrians moving according to an ORCA policy. The DiPCAN agents
swiftly reach the goal, the PPO-Y agent achieves the result in a significantly longer time. The cautious DWA agent does not reach the goal in the assigned time budget of 1800 steps while the Recon-D agent collides with a moving pedestrian while backtracking. The fourth row displays trajectories for an environment with randomly-moving human agents that do not see the robot. Again the DiPCAN agents quickly get to the target location. DWA and PPO-Y struggle to navigate is such complex scenario and ultimately collide with uncooperative pedestrians that do not perceive the robot. Recon-D reaches the goal in this example, but performs an apparently unmotivated backing motion at the beginning of the trajectory. Additional results for the proposed DiPCAN-D agent in challenging scenarios with an average of 30 pedestrians can be viewed at https://europe.naverlabs.com/research/dipcan.

D. Experiments with noisy odometry

The proposed approach makes use of ground-truth robot odometry available in simulation. Since location, velocity and acceleration of obstacles are not explicitly estimated, the odometry precision should not have a significant impact on navigation results. Additionally, the trained system optimizes the minimum amount of information necessary for taking decisions and should be little sensitive to faulty odometry. To validate these intuitions we test DiPCAN-D on noisy environments. Gaussian noise \( N(0, \sigma_v^2) \) proportional to the robot velocities is added to ground-truth readings, with \( \sigma_v = m_v \cdot v \), \( v \) the exact linear or angular velocity and \( m_v \in \{0.1, 0.2\} \). Gaussian noise with standard deviation \( \sigma_l = 30 \) cm is also added to the robot ground-truth \( xy \) position. Using the same protocol described above we run 2000 experiments on environments with 20 pedestrians. Average performance of DiPCAN-D with exact and noisy odometry, displayed in Table II shows that navigation metrics are not degraded by severe odometry perturbations.

<table>
<thead>
<tr>
<th>Noise conditions</th>
<th>SR ↑</th>
<th>STL ↑</th>
<th>PSC ↑</th>
<th>CR ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>No noise</td>
<td>0.72</td>
<td>0.4394</td>
<td>0.9918</td>
<td>0.21</td>
</tr>
<tr>
<td>( \sigma_v = 0.1 \cdot v, \sigma_l = 30 ) cm</td>
<td>0.72</td>
<td>0.4442</td>
<td>0.9870</td>
<td>0.21</td>
</tr>
<tr>
<td>( \sigma_v = 0.2 \cdot v, \sigma_l = 30 ) cm</td>
<td>0.73</td>
<td>0.4488</td>
<td>0.9908</td>
<td>0.21</td>
</tr>
</tbody>
</table>

TABLE II: Average performance of DiPCAN-D using ground-truth (first row) and noisy odometry (second and third rows).

E. Robot experiments

The proposed DiPCAN-D architecture is deployed and demonstrated on a LoCoBot robot [2]. As shown in Figure 1 the robot has to reach a target position located at a distance of 6 m along the robot \( x \) axis with respect to the starting robot pose. The system requires two inputs: \( n_t \) (Eq. (1)) and depth images that are processed by the adaptation network \( \phi_D \) to generate \( \delta_t \). The vector \( n_t \) is computed using the robot wheel odometry, while depth images are captured by the onboard Intel RealSense D435 RGB-D camera with resolution \( 360 \times 640 \) pixels and downsampling to \( 90 \times 160 \). All computations are executed on the embedded Intel NUC with an i3-8109U CPU and 8GB Ram. We use the same \( \pi \) and \( \phi_D \) networks trained in simulation and we only manually tune the velocity values that the controller associates to discrete actions. Additionally, velocity commands are smoothed by an exponential moving average filter with \( \alpha = 0.3 \) to achieve a safe robot behaviour. Robot controls are sent at a frequency of 10 Hz.

The videos at https://europe.naverlabs.com/research/dipcan show the behaviour of the LoCoBot controlled by the DiPCAN-D architecture in different settings. The navigation experiments demonstrate how the learned policy drives the robot towards its goal across dense crowds. The robot exhibits a range of behaviours to deal with these complex scenarios: it patiently waits and grabs opportunities to get clear paths, turns around to find promising trajectories towards the goal, backs off to leave space for pedestrians and avoids collisions even when people suddenly block its path.

V. CONCLUSIONS

In this work we present a novel architecture for pedestrian collision avoidance in dense crowds using only narrow FOV camera inputs. The navigation policy is trained distilling privileged information about pedestrian positions in a low-dimensional context vector that is reconstructed at test time using image data from the robot onboard camera. The policies are learned from scratch without expert supervision such as predefined trajectories computed by a planner, and they exhibit state-of-the-art performance and remarkable navigation competence on a broad range of dense crowd experiments in simulation and real-world. The approach is modular and allows for further exploration of different crowd trajectory modelling techniques or adaptation network strategies without having to modify other parts of the system.

One obvious limitation of the proposed approach is that it only works in open spaces. A reliable, realistic navigation agent needs to be able to cope equally well with pedestrians and with environmental elements such as walls, furniture and other obstacles. One promising direction that we plan to explore is to combine multiple navigation experts, learned or not, using a hybrid modular approach such as the one proposed by Dashora et al. [10].
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