Supplementary: Structured World Models
from Human Videos

A. Videos

Videos of our results can be found at: https://
human-world-model.github.io, or in the zip folder.

B. Implementation Details

1) Robot Setup

We use two robots: Franka Emika and Stretch RE1 from
Hello-Robot. Both robots are controlled in end-effector space
as well as a rotation (roll for the Stretch, and roll + pitch for
the Franka). The Franka roll and pitch, as well as the Stretch
roll are sampled from [0, —F,—7] (randomly at first). The
robots run open loop trajectories. The camera observations are
coming from D415 Intel Realsense RGBD cameras. We use
a low-level impedance controller for the Franka to reach the
desired high level actions.

2) Tasks and Environments

Our setup consists of six tasks, three (veggies, knife and
cabinet) of which are in a Play Kitchen from Ebert et al. [3],
and we have three in the wild tasks that involve opening the
dishwasher, lifting the garbage can handle or pulling out a
drawer. These are everyday tasks that we found. Videos of

each task can be seen at https://human-world-model.

github.io.

3) Data Collection

We perform data collection by executing the affordance
model G, at first, and then set mode m; = 1, and use
Ay, as Cartesian end-effector deltas. These are sampled from
N(0,0.05). We sample from Gy, in the following manner: we
obtain the 2D pixel from the model, and find the depth at that
point. For the grasp part of the affordance, we simply pass
this depth to our controller (which has hand-eye calibration).
For post grasp trajectory, we sample a depth with d as the
center, with a bias towards moving away from the surface (as
we usually have a wall right behind the object, or the depth
camera). For each of the baselines, we use the underlying
action space to sample actions, and append Ay, to the end.
Our trajectory, during the robot sampling stage, consists of
3-4 actions with m; = 0, and 6-10 actions with m; = 1. The
overall data collection process takes about 25 to 45 minutes
depending on how long resets takes.

4) Human Videos

Our human video dataset is obtained from Epic-Kitchens
[2]. We take semantically pre-anotated action clips, and apply
the 100 Days of Hands (100 DoH) [11] hand-object model to
get annotations for when and where the contact happened, and
how the hand moved post contact, all in normalized (0, 1) pixel
space. To obtain the contact points, we use a similar pipeline

to Liu et al. [7], where we find the intersection of the hand
bounding box and the interacted object’s bounding box, and
look for skin outline in that region. We use a skin segmentation
(similarly to Liu et al. [7]) to get the external grasp points.
We obtain about 55K such clips to train on. Each sequence
is of length 4, with m; = 0O for all ¢. For the rotation and the
depth values, we randomly sample these values during training,
from one of the feasible rotations, or within 50cm of the
environment surface respectively. We train a ResNetl8 based
encoder-decoder architecture for our grasp point prediction.
We perform a spatial softmax on the decoder deconvolutional
output to obtain the grasp keypoints. The post-grasp trajectory
head is a Transformer [13] with 6 self-attention layers that
have 8 heads, inspired from Liu et al. [7].

5) World Model

Our world model architecture is the same as that of Hafner
et al. [4], excluding the visual encoders or decoders. We do
not tune any of the world model hyper-parameters, and use the
default Dreamer[4] settings. We use the NVAE [12, 1] encoder
and decoder used in FitVid [1] to better handle high dimensional
image prediction. We use only one cell per block instead of
two, due to GPU memory restrictions and to train with larger
batch sizes. We do not have any residual connections between
the encoder and the decoders, to force the latent of the world
model, z, to be an information bottleneck. The dimension of z
is 650 (the determisitic component of the RSSM[4] is size 600,
and the stochastic component is size 50). The model is trained
in Tensorflow, and each image is of the size 128x128x3. In the
experiments that use reward prediction, we reqgress ¢, (the
reward decoder) to the distance to goal in the space of R3M
[8] features (the ResNetl8 [5] version) of the weights. The
reward predictor network consists of a 2 layer MLP with 400
hidden units which takes the world model feature z as input.

6) Baselines

Every baseline that uses a world model uses the same code

as SWIM, with either a different pre-training setup or different
action space.

e MBRL-Affordance: This is the same exact setup as
SWIM in terms of the world model and the execution of
the affordance model, but we do not use any pre-trained
weights when training on robot data.

e MBRL-Pix: The action type is the same as
MBRL-Affordance, but the pixel locations are
chosen at random, and not from the human-centric
affordance model. The actions are sampled uniformly in
the 2D crop around the object.

e MBRL: Here all of the actions are with m; = 1.
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e BC-Affordance: This is a filtered-behavior cloning
[9, 10] strategy. We rank trajectories based on distance in
R3M [8] space to goal. We fit a Gaussian Mixture Model
with 2 centers to the top actions, and sample from those,
at execution time.

e BC-Pix: We fit a GMM top trajectories just like
BC-Affordance. The sampling space is uniform in
the crop around the object.

7) Training, Finetuning and Deployment

For training the world model, Wy, in each iteration we train
on 100 batches of data, where each batch consists of an entire
trajectory sequence. These sequences are of length 2, 3 and
10 for the human video, hello robot and franka robot settings
respectively. We first train a model on the human data for about
6000 such iterations with a batch size of 80, which takes about
96 hours on a single RTX 3090 GPU (using 24GB of VRAM).
We then finetune this model for 300 epochs on robot data for the
joint model, and 200 iteration for the single-task models using
a batch size of 24, on a RTX 3090, which takes about 3-4 hours
of training. The batch size for robot data is smaller because
the model needs to deal with longer sequences consisting of
hybrid actions (both the affordance actions and cartesian end
effector actions). For the continual learning experiments we
subsequently train on the aggregated datasets for an additional
50 iterations. When deploying the model to perform a task,
we use CEM for planning at the beginning of the trajectory,
and then execute the optimized action sequence in an open-
loop manner. We use 3 iterations of CEM, amd 2000 action
proposals. Further, in all our experiments, we fix M = 1400
and A = 600 (M and N are defined in Alg. 2), for fixing the
ratio of biasing the proposals sent to the model for planning.

8) Evaluation

We evaluate our world model’s outputs by executing the
trajectory it outputs in the real world using open-loop control.
We use goal images that indicate objects are manipulated in
specific ways, for example an open cabinet, vegetables picked
up and in the air, the knife should be lifted up, the drawer pulled
out, the garbage can and dishwasher opened. We evaluate for
each method/ablation 25 times, presenting the average.

9) Codebases
We use the following codebases:

o https://github.com/danijar/dreamerv2 [4] for the world
model code

¢ https://github.com/ddshan/hand_object_detector for the
100DoH model [11]

o https://github.com/epic-kitchens for Epic-Kitchens [2]
processing

o https://github.com/facebookresearch/r3m for R3M [8]
model

« https://github.com/facebookresearch/fairo/tree/main/
polymetis [6] for the end-effector control code for the
Franka

o https://github.com/orgs/hello-robot/repositories for Stretch
RE-1
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