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Abstract—Robots with the ability to balance time against the
thoroughness of search have the potential to provide time-critical
assistance in applications such as search and rescue. Current
advances in ergodic coverage-based search methods have enabled
robots to completely explore and search an area in a fixed
amount of time. However, optimizing time against the quality of
autonomous ergodic search has yet to be demonstrated. In this
paper, we investigate solutions to the time-optimal ergodic search
problem for fast and adaptive robotic search and exploration. We
pose the problem as a minimum time problem with an ergodic in-
equality constraint whose upper bound regulates and balances the
granularity of search against time. Solutions to the problem are
presented analytically using Pontryagin’s conditions of optimality
and demonstrated numerically through a direct transcription
optimization approach. We show the efficacy of the approach in
generating time-optimal ergodic search trajectories in simulation
and with drone experiments in a cluttered environment. Obstacle
avoidance is shown to be readily integrated into our formulation,
and we perform ablation studies that investigate parameter
dependence on optimized time and trajectory sensitivity for
search.

I. INTRODUCTION

The ability for robots to effectively balance time against
the thoroughness of search in strict time conditions is vital
for providing timely assistance in many search and rescue
applications [1, 2]. For example, it is often desired to have
robots quickly survey large areas in minimal time and then
execute a refined search based on any information gathered.
This approach can better assist rescue personnel in providing
immediate assistance as needed. While recent algorithmic
advances have made it possible to generate robot trajectories
that provide effective coverage of search areas [3, 4, 5], few
consider the explicit dependence on time in the problem. What
makes the problem of reasoning about time versus coverage
difficult is in the inherent duality between time spent covering
an area and the thoroughness of the coverage. Therefore, in
this work, we are interested in addressing the question: is
it possible to balance time and coverage quality in a single
optimization problem?

Autonomous search and exploration has largely been studied
from the perspective of coverage-based methods [6, 7, 8, 9].
These problems optimize a path that a robot will follow
that visits a discretized set of nodes (or way-points) defined
over a work-space (i.e., search area). Similar problems exist
in continuous spaces and are solved through some form of
spatial approximation [10, 11] or coverage based on sensor
envelop [12, 13] with the use of multiple robots. However,
few works include time considerations, i.e. how long a robot
spends in an area and how quickly the robot navigates and

a) Time-Optimal Ergodic Trajectory

b) Trajectory Execution on Drone

Fig. 1. Example Time-Optimal Ergodic Search Trajectories. The proposed
work investigates solutions to the time-optimal ergodic search problem for
generating time-optimal coverage trajectories for search and exploration. a)
Planned time-optimal trajectory for coverage in a cluttered environment in
optimal time. b) Experimental drone trajectory execution of time-optimal
ergodic trajectory through the cluttered environment. Trajectory was optimized
to uniformly explore the environment in 13.5s. Multimedia demonstration pro-
vided in https://sites.google.com/view/time-optimal-ergodic-search and code
https://github.com/ialab-yale/time optimal ergodic search .

explores a space. Methods that do consider time will often
do so in bi-level optimization or as hybrid approaches that
still require some form of node-based discretization [14, 15].
In contrast, recent advances in ergodic coverage-based search
methods have demonstrated it is possible to consider time more
explicitly in autonomous coverage problems [16, 17, 18, 19,
20, 21].

Ergodic search methods optimize continuous robot search
trajectories by minimizing the distance between how long a
robot spends in a given region and a measure of information
distributed in the region [16, 22]. This distance is measured
using the ergodic metric [16, 23] which can be directly
optimized against robot trajectories and arbitrary measures of

https://sites.google.com/view/time-optimal-ergodic-search
https://github.com/ialab-yale/time_optimal_ergodic_search


“information”. As a result, ergodic trajectories spend more
time in high-information areas while quickly exploring in low-
information regions given enough time [16, 24, 23, 19, 25].
However, these methods optimize trajectories over a fixed time
horizon, resulting in a lack of control over the granularity of
how a robot searches an area. Therefore, in this paper, we pose
and investigate solutions to the time-optimal ergodic search
problem for generating time-optimal robotic search trajectories
that sufficiently explores an area.

This paper proposes a trajectory optimization routine for
scenarios where robots need to generate dynamic trajectories
that optimize continuous coverage in minimum time. Our
approach is to formulate this problem as a time-optimal
ergodic search problem where the ergodic metric imposes a
coverage constraint. Satisfying the ergodic metric constraint
is shown to yield sufficient coverage requirements based on
an upper bound value that can be afforded by the robot [23].
Because the metric is defined over Fourier spectral modes,
a constraint permits optimizing time against trajectories that
provide varying levels of continuous coverage over a space.
We investigate computing trajectory solutions to the proposed
time-optimal ergodic search problem by 1) analytically demon-
strating the existence of conditions of optimality based on
Pontryagin’s maximum principle [26], and 2) numerically
using a direct transcription-based approach [27, 28, 20]. Fur-
thermore, we demonstrate time-optimal trajectories in sim-
ulation and in drone experiments in cluttered environments
through the integration of safety-based obstacle avoidance
constraints [29, 30, 20]. In summary, our contributions are
as follows:

1) A novel time-optimal ergodic trajectory optimization
method for producing time-optimal coverage trajectories
for autonomous search and exploration;

2) Proof of analytical conditions of optimality for the time-
optimal ergodic search problem; and

3) Demonstration of time-optimal search trajectories on a
drone system in a cluttered environment (see Fig. 1).

The paper is structured as follows: Section II overviews
related work. Section III describes preliminary information on
ergodic search and time-optimal control. Section IV poses the
time-optimal ergodic search problem and presents solutions
to the problem. Section V then presents various simulated
and experimental results for the proposed solution to generate
time-optimal ergodic search trajectories. Last, Section VI
provides conclusions and an outlook on future work.

II. RELATED WORK

A. Coverage-Based and Ergodic Search Methods

Prior work on coverage-based planning for search and
exploration has largely been focused on specifying paths or
assigning robots to locations that maximizes sensor coverage
in a bounded space [6, 31]. These solutions provide guaranteed
coverage over a grid and provide robot paths using algorithms
such as lawn mower algorithms [32, 7, 33, 34] and traveling
sales-person problems [35, 36, 33]. Recent extensions have

moved away from the limited grid approximations and worked
on continuous work-spaces using cellular decomposition or
continuous potential-field methods [37, 12, 38]. In addition,
information-based extensions to these search methods have
provided effective strategies for robots exploring unstructured
areas [4, 39, 40]. However, as search-based methods moved
towards continuous spaces, coverage guarantees become more
difficult to obtain, especially under the presence of distributed
information.

Novel work on ergodic search methods has emerged to
compute continuous coverage trajectories of an area given
enough time [16]. Ergodic search methods optimize robot
trajectories against some underlying distributed information
over an area which the robot can explore [24, 22, 18, 3].
The success of ergodic search methods compared to prior
methods is attributed to the unique ergodic metric used in
the trajectory optimization. The ergodic metric quantifies the
effectiveness of a trajectory in exploring a region based on
the time a robot spends in an area. A trajectory is ergodic
(i.e., optimizes the ergodic metric) if the time spent along the
trajectory in each region is proportional to the measure of
information distributed in that region. As a result, optimized
ergodic trajectories are significantly more robust to external
sensor disturbances [22] and have been shown to be an
optimal strategy for information-gathering tasks [41, 42] with
real-world application [3]. However, prior work typically has
planning horizons that are fixed and are not considered part of
the optimization. In this work, we investigate the time-optimal
extension of the ergodic search problem and its solutions.

B. Time Optimal Planning and Control

Time-optimality in planning and control is a well-studied
problem going back to the original statement of Pontryagin’s
maximum principle [26]. The canonical problem minimizes
time subject to continuous-time system dynamics and con-
straints on the state of the system. For select systems, the
conditions of optimality generate a closed-form control solu-
tion to reach desired states in optimal time [43, 26]. Recent
research on time-optimal planning has since extended the work
for fast drone flight at the level of human drone pilots [27, 44].
These methods solve time-optimal trajectories over specified
control “knot” points [27] given a trajectory tracking cost. In
this work, we use a variation of the solution in [27] to directly
compute ergodic trajectory solutions from our time-optimal
ergodic search problem formulation.

With respect to search and exploration, past work on time-
optimal search has typically used various “hybrid” formula-
tions to solve the problem of trajectory generation [45]. These
approaches restrict robot trajectories on discrete node-based
structures and then optimize for time along each node, which
takes the form of Shortest Watchman Tour problems [46],
Art Gallery problems [47], and Traveling Sales-person prob-
lems [36]. Other time-optimal trajectory planning methods
have used a two-step optimization approach that first generates
a motion path [48, 49] and then refines the time of the found
path [50, 51, 52]. However, these methods do not consider



search in the problem, nor do they consider the coupling
between continuous trajectory planning, time, and the physical
robot’s dynamic constraints.

III. PRELIMINARIES

In this section, we provide an overview of ergodic search
methods and outline the necessary nomenclature used through-
out this paper. The canonical ergodic trajectory optimization
problem is formulated, and then we briefly define the time-
optimal control problem statement for reference.

A. Ergodic Search

Let us first define a robot trajectory at time t with state x(t) :
R+ → X ⊆ Rn and control input u(t) : R+ → U ⊆ Rm

where X ,U are the state and control spaces of dimensionality
n and m respectively. Next, define ẋ = f(x(t), u(t)) where
f(x, u) : X × U → TX is the continuous-time (potentially
nonlinear) dynamics of the robot. In addition, let us define a
map g(x) : X → W such that W = [0, L0]× . . .× [0, Lv−1]
where v ≤ n, and Li are the bounds of the workspace W
which we denote as the exploration space.1 The map g then
takes us from state space X to exploration space W .

A trajectory x(t),∀t ∈ [t0, tf ] is ergodic with respect to a
measure ϕ(w) : W → R+ if and only if

lim
tf→∞

1

tf

∫ tf

t0

µ(g(x(t)))dt =

∫
W
ϕ(w)µ(w)dw (1)

for all Lebesgue integrable functions, µ ∈ L1 [23]. Because
we can not run a robot for tf → ∞, we consider tf < ∞
where trajectories are sub-ergodic. For a finite tf , where x(t)
is a deterministic trajectory we define the left-hand side of
Eq. (1) as the time-averaged trajectory statistics

c(w, x(t)) =
1

tf

∫ tf

t0

δ[w − g(x(t))]dt (2)

where δ is the Dirac delta function (in place of µ) and w ∈ W
is a point in the exploration space. Using Eq. (2) as part of
an optimization routine is not possible in the current form as
the delta function is not differentiable. To define the ergodic
metric for optimization, we use spectral methods and construct
a metric in the Fourier space [16, 23, 22].

Let us define the kth ∈ Nv cosine Fourier basis function as

Fk(w) =
1

hk

v−1∏
i=0

cos

(
wikiπ

Li

)
(3)

and hk is a normalizing factor (see [22, 16]). Then, the ergodic
metric is defined as

E(x(t), ϕ) =
∑
k∈Kv

Λk (ck − ϕk)
2 (4)

=
∑
k∈Kv

Λk

(
1

tf

∫ tf

t0

Fk(g(x(t)))dt−
∫
W
ϕ(w)Fk(w)dw

)2

1For example, g(x) = Ipx where Ip is a selection matrix with all zeros
except for the parts of the state x that correspond to an exploration space in
the subset of the robot’s global position in the world.

where k ∈ Kv ⊂ Nv is the set of all fundamental frequencies,
ck and ϕk are the kth Fourier decomposition of c(w, x(t))
and ϕ(w), respectively, and Λk = (1 + ∥k∥)− v+1

2 is a weight
coefficient that places higher importance on lower-frequency
modes.

We formulate the ergodic trajectory optimization problem
as the following minimization problem over state and control
trajectories x(t), u(t):
Ergodic Trajectory Optimization:

min
x(t),u(t)

{
E(x(t), ϕ) +

∫ tf

t0

u(t)⊤Ru(t)dt
}

(5a)

s.t.


x ∈ X , u ∈ U , g(x) ∈ W
x(t0) = x̄0, x(tf ) = x̄f

ẋ = f(x, u)

h1(x, u) ≤ 0, h2(x, u) = 0

(5b)

where h1, h2 are inequality and equality constraints, and R ∈
Rm×m is a diagonal positive-definite matrix that penalizes
control.

B. Time-Optimal Control Problem Statement

Given the same robot trajectories x(t), u(t) and dynamics
ẋ = f(x, u) defined previously, we define the time-optimal
control problem as minimizing time tf . However, this alone
renders an ill-posed problem with a trivial solution tf = 0. To
circumvent this issue, it is common to include some terminal
state condition x(tf ) = xf which needs to be satisfied. In
addition, constraints are commonly included to further restrict
the solution space as one can end up with “infinite” control
input which is not feasible on robotic systems. The formulation
of the time-optimal control problem is then
Time-Optimal Control Problem:

min
x(t),u(t),tf

tf (6a)

s.t.


x ∈ X , u ∈ U , tf > 0

x(t0) = x0, x(tf ) = xf ,

ẋ = f(x, u)

h1(x, u) ≤ 0, h2(x, u) = 0

(6b)

where we optimize over x(t), u(t) and tf , h1, h2 are inequality
and equality constraints respectively, and x̄f is a terminal state.

As an aside, it is worth noting that time-optimal control
problems are often similar in formulation to time-optimal
trajectory problems. The different use cases depend on the
time horizon settings. In long-time horizons, it is often pre-
ferred to solve for robot trajectories directly and use them to
track points [27]. It is possible to find closed-form feedback-
control solutions based on the conditions of optimality from
Pontryagin’s maximum principle [26]. In this work, we focus
on showing that one can prove the conditions of optimality
for the time-optimal ergodic control problem and obtain solu-
tions using a direct trajectory optimization method. We leave
computing closed-form solutions to future work.



Numerical solutions to Eq. 6 can be obtained by discretizing
trajectories over N “knot” points where a discrete time is cal-
culated as ∆t = tf

N [27]. The continuous-time dynamics of the
robot are then transcribed using an integration method (e.g.,
forward Euler, implicit Euler, Runge-Kutta) where xt+∆t =
xt + ∆tf(xt, ut) denotes an explicit Euler method and the
subscripts refer to discrete time points. In the following
section, we formalize the time-optimal ergodic search problem
and derive analytical solutions using conditions of optimality
and numerical solutions using direct trajectory transcription.

IV. TIME-OPTIMAL ERGODIC SEARCH

In this section, we formulate and pose the time-optimal
ergodic search problem. Solutions to the problem are presented
in two manners: 1) analytically through conditions of optimal-
ity; and 2) numerically through a direct transcription approach.
The analytical approach is used to establish conditions of
optimality (which can be seen as continuous time analogies
of the KKT-conditions [53, 54]). We derive these results as
purely analytical, with the intent that these conditions are to
be used to further analyze the structure of the time-optimal er-
godic search problem in future work. The numerical approach
provides a direct form of calculating robot trajectories and
control solutions for the time-optimal ergodic search problem.

A. Problem Formulation
Let us consider the same robot with state and control tra-

jectories x(t), u(t) with continuous time (nonlinear) dynamics
ẋ = f(x, u). In addition, consider the bounded exploration
space W with map g : X → W and information measure
ϕ(w). Our goal is to optimize search time tf while minimizing
the ergodic metric Eq. (4). Let us first make more explicit the
dependence of the ergodic metric on the time tf

E(x(t), ϕ, tf ) =
∑
k∈Kv

Λk (ck(x(t), tf )− ϕk)
2 (7)

=
∑
k∈Kv

Λk

(
1

tf

∫ tf

t0

Fk(g(x(t)))dt−
∫
W
ϕ(w)Fk(w)dw

)2

,

where ck(x(t), tf ) is the term that depends on time.
According to Eq. (1), a trajectory can become ergodic as

tf → ∞. This makes the problem of time-optimal ergodic
search ill-posed as tf will be significantly large if the ergodic
metric is to be minimized. To solve for this, we propose
to include the ergodic metric as an inequality constraint
E(x(t), ϕ, tf ) ≤ γ, where γ ∈ R+ is an upper bound on
ergodicity. As an example of how γ can still provide sufficient
coverage, consider that the ergodic metric is defined over
Fourier modes. Satisfying the ergodic constraint then requires
minimizing the distance between the kth modes of ck and ϕk
such that the sum of squares is less than γ. Because we are
working with spectral Fourier modes that span the exploration
space W , this implies that γ imposes a lower bound on
ergodic coverage based on the spectral bands with the highest
amplitudes. Therefore, we can use the ergodic inequality
constraint as an additional condition for time optimization so
the problem is well-posed.

Including a terminal state condition x(tf ) = xf as a
secondary boundary condition, the time-optimal ergodic search
problem using (6) and (5)is defined as:

Time-Optimal Ergodic Trajectory Optimization:

min
x(t),u(t),tf

tf (8a)

s.t.



x ∈ X , u ∈ U
x(t0) = x0

ẋ = f(x, u)

x(tf ) = xf , g(x) ∈ W
h1(x, u) ≤ 0, h2(x, u) = 0

E(x(t), ϕ, tf ) ≤ γ, tf > 0

(8b)

where the last set of constraints ensures that solutions are
minimizing the ergodic metric up to γ and time is always
positive. In this problem, h1 and h2 often encode additional
control constraints, e.g., so that u(t) is bounded or that x(t)
avoids obstacles in the environment. The following subsections
propose solutions to the time-optimal ergodic search problem.

B. Indirect Solution via Pontryagin’s Maximum Principle

We can show that there exist analytical conditions of opti-
mality (as done with the original time-optimal control results)
for the time-optimal ergodic search problem in (8). To show
this, we first express the problem (8) without constraints h1, h2
(these can be later introduced, but for now, we are interested
in the simpler problem). In addition, we formulate an objective
function using Lagrange multipliers λ(t), ρ1, and ρ2:

J (x(t), u(t), tf ) = ρ1Ē(x(t), tf ) + ρ⊤2 (x− x̄) |tf

+

∫ tf

t0

1 + λ⊤ (f(x, u)− ẋ) dt (9)

where Ē(x(t), tf ) = − log(−E(x(t), ϕ, tf ) + γ) is a log
barrier term that represents the inequality constraint [55]. The
representation in Eq. (9) appears to be in a Bolza form where
the cost of time tf is introduced with the added 1 under
the integral, i.e.,

∫ tf
0

1dt = tf . Typically, it is sufficient to
apply the maximum principle to the Bolza form and obtain
conditions of optimality. However, note that Ē requires the
full trajectory and not simply the terminal time which makes
the problem not in Bolza form. As a result, we need to further
simplify the problem.

To do so, we define an extended ergodic state [56]:

Definition 1. Extended ergodic state. The ergodic metric (4)
can be equivalently expressed as

E(x(t), ϕ, tf ) =
∑
k∈Kv

Λk (ck(x(t), tf )− ϕk)
2

=
1

t2f
∥z(tf )∥2Λ

where z(tf ) = [z0, z1, . . . , z|Kv|]
⊤ is the solution to

żk = Fk(g(x(t)))− ϕk (10)



with initial condition z(t0) = 0, and Λ = diag(Λ) is a
diagonal matrix consisting of the weights Λ = [Λ0, . . . ,Λ|Kv|].

Proof. From [56], it can be shown that by multiplying time t
we can define

zk(t) = ck(x(t), t)− tϕk

=

∫ t

0

Fk(g(x(τ)))dτ − t

∫
W
Fk(w)ϕ(w)dw. (11)

When t = tf , it can be readily shown that∑
k∈Kv Λk (ck(x(t), tf )− ϕk)

2
= 1

t2f
∥z(tf )∥2Λ. Taking

the derivative of Eq. (11) with respect to time, we get
żk = Fk(g(x(t))) − ϕk which we define as the governing
differential equation for the extended ergodic state.

With the extended ergodic state, we are able to extend the
dynamics of the system

˙̄x = f̄(x̄, u) =

[
f(x, u)

Fk(g(x(t)))− Φk

]
(12)

where x̄ = [x⊤, z⊤]⊤ is the extended state, Fk(w) =
[F0(w), F1(w), . . . , F|Kv|(w)]

⊤ is a vector of all the Fourier
basis functions, and Φk = [ϕ0, ϕ1, . . . , ϕ|Kv|]

⊤ is a vector of
all the Fourier coefficients of ϕ. The objective function can
then be written compactly as

J (x̄(t), u(t), tf ) = ρ⊤ψ(x̄, tf ) |tf

+

∫ tf

t0

1 + λ⊤
(
f̄(x̄, u)− ˙̄x

)
dt (13)

where ψ(x̄, tf ) = [− log(− 1
t2f
∥z(tf )∥2Λ + γ), (x − x̄)⊤]⊤.

Defining the Hamiltonian of the control system as

H(x̄, u, λ) = 1 + λ⊤f̄(x̄, u) (14)

we are able to apply the maximum principle and obtain
conditions of optimality.

Theorem 1. Conditions of (Local) Optimality. For a control
system that follows the dynamics ˙̄x = f̄(x̄, u) (Def. 1) and
Hamiltonian

H(x̄, u, λ) = 1 + λ⊤f̄(x̄, u),

the tuple (x̄(t), u(t), λ(t), tf ) is a locally optimal solution to
the time-optimal ergodic search problem (8) over the free time

interval t ∈ [0, tf ] if the following conditions are satisfied:

ψ(x̄(tf ), tf ) = 0 (15a)
x̄(t0) = x̄0 (15b)

˙̄x =
∂H

∂λ

⊤
(15c)

λ̇ = −∂H
∂x̄

⊤
(15d)

u⋆ = argmin
u∈U

H(x̄⋆, u, λ⋆) (15e)

λ(tf ) =
∂ψ

∂x̄

⊤
ρ

∣∣∣∣
tf

(15f)

H(x̄(tf ), u(tf ), λ(tf ), tf ) = −ρ⊤ ∂ψ
∂tf

∣∣∣∣
tf

(15g)

Proof. See Appendix A.

This theorem provides evidence that time-optimal ergodic
solutions (if they exist) can satisfy a set of continuous-time
conditions for optimality. In practice, it is possible to use these
conditions to generate control solutions to the time-optimal
ergodic search problem. However, we found that they do not
work for long time horizons due to the numerical instabilities
when computing the two-point boundary value problem from
equations (15)(c) and (d). Instead, we use an approximate
direct optimization method using the KKT conditions over
N discrete knot points to solve for time-optimal ergodic
trajectories which we describe in the following subsection.

C. Direct Solutions via Transcription

In this section, we outline a direct transcription method for
numerically solving (8). Our approach is similar to that of
prior time-optimal planning methods [27, 57].

We first begin by defining the continuous-time dynamics
ẋ = f(x, u) as a discrete-time system over a sequence of N
discretized “knot” points:

xt+1 = xt +∆tf(xt, ut) (16)

where ∆t =
tf
N and the subscripts define a discrete time point.

Note that we depict an Explicit Euler integration scheme,
but this is not specific to our method and can be changed
to a Runge-Kutta or Implicit integration scheme. Next, we
define the optimization variables as x = {x0, . . . , xN},
u = {u0, . . . , uN−1}. The ergodic metric in discrete-time
becomes

E(x(t), ϕ, tf ) ≈ Ê(x, ϕ, tf ) =
∑
k∈Kv

Λk (ck(x, tf )− ϕk)
2

=
∑
k∈Kv

Λk

(
1

tf

N−1∑
t=0

Fk(g(xt))∆t− ϕk

)2

(17)

Since we describe the time discretization ∆t as derived from
tf , we can directly write the optimization problem over
x,u, tf as a nonlinear program (NLP):



Direct Time-Optimal Ergodic Trajectory Optimization:

min
x,u,tf

tf (18a)

s.t.



∆t =
tf
N

xt ∈ X , ut ∈ U
x0 = x0, xt+1 = xt +∆tf(xt, ut)

xN = xf , g(xt) ∈ W
h1(x,u) ≤ 0, h2(x,u) = 0

Ê(x, ϕ, tf ) ≤ γ, tf > 0

(18b)

The optimization in (18) is solved as a direct-collocation
problem, i.e., optimization variables are free where constraints
impose physical robot limitations and dynamics. Note that as
a result of this implementation, the initial conditions may be
chosen arbitrarily and the chosen solver will “stitch” together
a trajectory based on the relevant constraints. We use a
NLP solver (specifically a custom variation of an augmented
Lagrangian constrained optimization solver [55, 54]), that
directly solves (18). Solutions are verified against conditions
(to establish convergence) using the KKT conditions of the
NLP problem [54]. Note that it is possible to use the optimality
conditions in Theorem 1; however, these will only be approx-
imate conditions due to the time discretization. Furthermore,
the choice of initial condition determines whether the solver
converges. Because the ergodic metric is highly nonlinear and
non-convex, the dependence of solutions as a function of initial
conditions may vary drastically (as shown in [17]). We fix
the initial trajectory conditions to be a linear interpolation
between the initial and final conditions for all examples. In the
following section, we demonstrate simulated and experimental
results for solutions to (18).

V. RESULTS

In this section, we demonstrate simulated and experimental
results for time-optimal ergodic search in several scenarios.
The proposed approach is evaluated as a trajectory optimizer
in settings where obstacles in the environment are known and
the utility of coverage over specific areas is provided to the
robot. 2 Specifically, we are interested in scenarios that allow
us to investigate aspects of the proposed approach that answer
the following questions:

Q1: Can we generate time-optimal ergodic trajectories, and
how do they compare to fixed-time ergodic trajectories?

Q2: Do we retain the ability to bias the search with a non-
uniform ϕ?

Q3: What influence does the ergodic upper bound γ have on
optimized time (and control)?

Q4: How much do trajectory solutions change with changes
in discretizing knot points N and how do initial condi-
tions affect generated solutions?

2The construction of the coverage utility ϕ is often a function of new
measurements collected from executing the time-optimal trajectories and
independent of how coverage trajectories are optimized.

Fig. 2. Ergodic Trajectory Sensitivity Analysis. Trajectory solutions found
using a uniform distribution ϕ. (a) A fixed time tf = 10s ergodic trajectory
solution with resulting ergodicity E = 0.007. (b) Solutions to time-optimal
ergodic trajectories Eq.(8) with varying γ. Time solutions range from 5-10s
depending on γ with equivalent coverage to the fixed-time ergodic trajectory
being obtained with < 6s.

Q5: Is it possible to include constraints in the problem
formulation (18) to explore in more realistic scenarios,
e.g., a cluttered environment?

Q6: And last, do optimized trajectories transfer to real-world
drone applications for search in a cluttered environment?

We organize the results section such that each of these
questions are answered sequentially (with A#:) and through
the figures starting from Fig. 2. Implementation details are
provided in the text and in Appendix B.

A. Simulated Results

A1: Comparison to Fixed-Time Ergodic Search. Our first
result compares the proposed direct solution (18) to the
original ergodic trajectory optimization problem (5). For this
result, we use a 2-D double integrator (or point-mass) dy-
namical system as our simulated robotic system whose goal
is to uniformly explore a bounded exploration space W . We
specify ϕ(w) as a uniform distribution and use initial solver
parameters tf,init = 10s, N = 200, and control penalization
matrix R = 0 for (5).

Fig. 2 is a side-by-side comparison against the fixed-time
ergodic trajectory solved using (5) and the proposed time-
optimal approach (18). Note that with the fixed-time ergodic
search method, planned trajectories are limited in how they
explore an area based on the initial planning time tf . In
contrast, optimizing time alongside ergodic trajectories can
be seen to provide a range of granularity in how much the
trajectory uniformly covers the space. Specifically, as one
decreases the value of γ, optimized trajectories focus more
on being ergodic and have less emphasis on optimizing time.
With larger values of γ, time is prioritized with less emphasis
on ergodicity so long as trajectories satisfy the ergodic upper
bound.

A2: Biasing Time-Optimal Search with Inf. Distribution.
We can further investigate the efficacy of time-optimal search
with respect to a non-uniform ϕ. This is of interest because
time optimization may impact how much time trajectories
spend on high-information areas. In addition, resulting ergodic



(a) Opt. Time: 9.86(s)
Erg. Up. Bnd 0.1 

(b) Opt. Time: 19.59(s)
Erg. Up. Bnd 0.001

Fig. 3. Time Opt. Ergodic Search Over Info. Distribution. Using the
information distribution ϕ, it is possible to solve biased time-optimal ergodic
search problems. Shown above are time-optimal trajectory solutions for (a)
γ = 0.1, and (b) γ = 0.001. To compensate for the increased coverage
requirements imposed by ϕ, ergodic trajectories are solved to optimize time
spent over areas of high information (illustrated as the lighter regions). With
tighter requirements on ergodicity with γ = 0.001, it can be seen that the
optimized trajectories spend more time proportionally in the areas of high
information.

Fig. 4. Time-Opt. Variations to Ergodicity Upper Bound. With an
increased ergodicity upper bound γ (i.e., less emphasis on coverage), time is
prioritized. Aligned with ergodic theory [16], as γ → 0, the optimized time
asymptotically approaches infinity which is required for complete ergodic
coverage. Interestingly, time-normalized control cost 1

tf

∫
t ∥u(t)∥dt curve

implies increased actuation when trading off between coverage requirements
and minimizing time. Trajectories are solved using uniform coverage distri-
bution ϕ.

trajectories can overlook important high-information areas that
are critical for search.

To test this, we define a non-uniform distribution for ϕ as
illustrated in Fig. 3. The distribution consists of four identical
Gaussian peaks placed over the exploration space W (see
Appendix B for more detail). We use the same 2-D point
mass dynamics but test only γ = 0.1 and γ = 0.001 which
indicate a coarse search with an emphasis on optimizing time
and a finer search with less emphasis on time respectively.
Trajectories illustrated in Fig. 3 show that even with a high
γ, the generated trajectory still visits each Gaussian peak.
However, the trajectory does not spend too much time in
the area and brushes past the first peak. This is the result
of the ergodic inequality constraint and the balance of time
versus coverage. This can be seen in the difference in elapsed
optimal times of 9.86s and 19.59 seconds respectively (almost
2× increase in time in response to 2 orders of magnitude of
reduction on γ.

A3,4: Parameter Ablation Studies. Given the drastic change

TABLE I
OPTIMIZED TIME PARAMETER SENSITIVITY

Parameter Optimized Time γ = 0.05
Mean Std. Deviation

tf,init (4-8)s 4.97s ± 0.23s
Knot Points N (50-600) 5.45s ± 0.39s

in performance of optimized time against the change of γ
for optimized ergodic trajectories, we investigate parameter
sensitivity through two ablation studies. The first study looks
at the change of optimal time against changes in γ. The
second study investigates the effect of initial conditions and
the influence of the time discretization introduced by the knot
points N . For both studies, the same 2-D point-mass system
is used and ϕ defines a uniform distribution over the bounded
exploration space.
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Fig. 5. Initial Trajectory Ablation. Here, we show the dependence of time-
optimal ergodic solutions on the initial trajectory that was provided to the
solver. From left to right we show optimized solutions for linear interpolation
(Lerp) from initial to final condition, the linear interpolated trajectory with
added normally distributed zero-mean noise with standard deviation 0.02, a
sinusoidal initial condition, and a uniformly random initial condition. Each
solution satisfies an ergodicity of E = 0.01 with initial time tf = 10 and
control knots N = 200. We find that the deviation in final optimized time
depends on path smoothness. Non-smooth initial trajectories tend to fall into
equally ergodic local minima, causing worse optimized time.

Figure 4 illustrates the results of the first study. As γ → 0,
the ergodic inequality constraint becomes more of an equality
constraint. This is due to the ergodic metric being lower-
bounded by 0 by definition. As a result, the smaller γ becomes,
the more the optimized time tends towards ∞!3 This exactly
corresponds to the statement of ergodicity (1) that defines a
trajectory as being ergodic only at the limit of tf → ∞. What
is interesting in the control trade-off shown in Fig. 4. Plotted is
the time-normalized control 1

tf

∫ tf
0

∥u(t)∥dt where the value
of u(t) is bounded by umax through added constraints. In low
γ values (large optimized tf ), less control effort is needed
to be ergodic. We suspect this is due to the robot leveraging
its dynamics to slowly navigate an area without the need to
change direction abruptly. On the other spectrum of γ, control
actuation begins to fall as time is prioritized. This is due to γ
reaching an upper bound on the ergodic metric (as the metric
is composed of only cosine functions). Therefore, there is

3There is a point where the solver does not provide solutions as tf is
required to be significantly larger and is dependent on the initial trajectory
condition and the dynamic constraints.



Fig. 6. Time-Opt. Uniform Ergodic Search with Nonlinear Aircraft
Dynamics. The proposed optimization method is capable of incorporating
nonlinear dynamics in W ⊂ R3 with safety-based collision avoidance
constraints [20]. Time-optimal coverage trajectories can be computed ahead
of time and executed on the physical system. Collected information can be
used to update and bias search.

less emphasis to be ergodic and more emphasis to optimize
time (less direct changes in actuation). The balance between
optimizing time and being ergodic is then shown to require
more actuation.

We further investigate the dependence of the optimized
time against the initial condition as the discretizing knot
points N . Experimental runs are done using the same point-
mass dynamics in the bounded environment with a uniform
distribution as ϕ with γ = 0.05. We vary the initial time tf,init
between 4−8s with 1s intervals and N = 200 which we found
to be a range where the solver would provide solutions within
acceptable tolerances. In addition, we varied the number of
knot points between 50 − 600 with a resolution of 100 after
50 with tf,init = 10. In Table I the optimized time solutions
along with the standard deviation are provided. Optimized time
solutions tended to stay near 5s with a standard deviation
of ±0.23s. We found that knot points having more of an
effect on optimized time with ±0.39s of standard deviation.
The difference in solution is anticipated as ergodic trajectories
parameterize the time-average distribution (2) which can have
an infinite number of solutions that yield the same distribution.
As a result, deviations in trajectories may satisfy the ergodic
inequality, but provide different time-optimal solutions tf .

Last, we studied the dependence of solutions as a function of
the initial trajectory that was provided to the solver. The initial
trajectory is varied based on common choices (e.g., randomly
added noise and sinusoidal paths). Illustrated in Fig. 5 is
the resulting optimized time-optimal ergodic trajectory subject
to the initial trajectory condition. We find that the more
regular and smooth the initial trajectory is, the more well-
behaved and consistent the optimized solution. Non-smooth
initial trajectories provided high variability in the solution. We
believe this is caused by the non-linearity of the ergodic metric
and that there exist infinitely many trajectory solutions that
satisfy the same ergodicity (all solutions maintain an ergodicity
of E = 0.01) as shown previously in [17].

B. Time-Optimal Ergodic Search in a Cluttered Environment

In this subsection, we investigate more realistic settings
for which to use the proposed time-optimal ergodic search.
Specifically, we consider the case of time-optimal exploration
in a cluttered environment where the goal is for a robot to
navigate around obstacles in the environment and cover the
whole area. We first demonstrate the results in simulation
and show that it is possible to add in safety-based collision
constraints [30] without impeding the coverage performance.
Then we execute the time-optimal trajectories on a drone.

A5: Integrating Safety-Based Collision Constraints. To
successfully navigate and explore in a cluttered environ-
ment in optimal time, safety-based constraints are required.
We introduce safety here through control-barrier functions
(CBFs) [30, 29]. CBFs provide an inequality constraint that,
when satisfied, guarantees state trajectories remain within a
predefined safe set of states. For more information, please
see Appendix B. The constraints are integrated such that each
CBF is centered around an object scattered in the environment
(see [20]). In this example, we assume that we know the
location of each obstacle and the goal is to uniformly explore
the cluttered area. We use a constrained 2-D single integrator
system (kinematic system) as it closely matches the Crazyflie
2.0 drone movements which have limits on how fast they
can fly. The CBF constraints are integrated through h1 found
in (18) where more details can be found in Appendix B.

Results for time-optimal trajectories are illustrated in Fig. 7
for γ = 0.2, 0.1, 0.01, 0.002. As the value of γ decreases, the
optimized time is increased. This can be seen in Fig. 7 where
the trajectory becomes more ergodic and explores each area
between the obstacles (taking more time to search carefully as
γ decreses). The CBF constraints prevent the trajectory from
getting too close to any obstacle while allowing the solver to
reach the required value of ergodicity.

Additionally, we evaluate the proposed method on a non-
linear aircraft dynamics model in a cluttered environment (see
Fig. 6 and Appendix B for more detail). In this example,
the coverage problem is defined in W ⊂ R3 with uniformly
random ellipsoids distributed over the search space. We find
the proposed solver is capable of providing uniform coverage
trajectories subject to the nonlinear dynamics constraints. Note
that with the dimensionality increasing, so will the computa-
tional complexity as described in prior work [19, 21, 58].

A6: Time-Opt. Ergodic Search in Clutter. Using the
Crazyflie 2.0 drone, we demonstrate the ability of a drone to
execute time-optimal ergodic search trajectories in a cluttered
environment. As shown in Fig. 8 (a), the experimental setup
is created so we can track the position of the drone using
two Lighthouse trackers. The drone is tasked to explore the
environment uniformly, starting at the initial position and
ending at the final position in optimal time. As in simulations,
the obstacle position and shape are assumed known and a
respective CBF safety constraint is used for each obstacle in
the environment. Velocity constraints are imposed through the
problem constraints specified in (18).



Opt. Time: 7.79s
Erg. Upper Bnd: 0.2

Opt. Time: 8.33s
Erg. Upper Bnd: 0.1

Opt. Time: 11.85s
Erg. Upper Bnd: 0.002

Opt. Time: 10.28s
Erg. Upper Bnd: 0.01

Fig. 7. Time Optimal Ergodic Trajectory Evolution in Cluttered Environment. Here, we illustrate the evolution of ergodic trajectories for uniformly
exploring the cluttered environment with varying upper bound γ on ergodicity. From left to right the minimum required ergodicity, defined by the upper bound
γ on the optimization problem (8), generates more coverage over the space as γ → 0. As the trajectories are required to be more ergodic and cover more of
the search area, the trajectory time is automatically increased.

Erg. Upper Bnd: 0.01Erg. Upper Bnd: 0.05Erg. Upper Bnd: 0.1

Fig. 8. Experimental Time-Optimal Ergodic Search Results. Illustrated are three experimental runs of a drone uniformly exploring an area with obstacles in
optimal time. (a) Our experimental setup consists of two Lighthouse position trackers for the drone, a Crazyflie drone, and several obstacles with known positions
during trajectory optimization time. (b) Trajectory solutions are found using a uniform distribution ϕ and safety-based collision avoidance constraints [29].
(Bottom) Solved time-optimal trajectories for varying γ. (Top) Executed trajectories on the drone with the resulting elapsed time. All drone execution times
are within 1.5s of the optimized time. Please see supplementary multimedia for video demonstrations.

We test the drone’s ability to execute the time-optimal
ergodic trajectories in three levels: 1) fast search with γ = 0.1,
2) balanced search with γ = 0.05, and 3) long search with
γ = 0.01. The rendered trajectories (bottom) closely match the
drone’s trajectory (top) in Fig. 8 (b). The elapsed time is shown
on the top figures. Note that the drone execution time and the
optimized simulation time are within 1.5s which demonstrates
good tracking and that the constraints are approximating the
drone’s behavior closely. Future work will consider real-time
control implementation of time-optimal ergodic search where
obstacles in the environment are unknown.

VI. CONCLUSION

In conclusion, we demonstrated a novel time-optimal er-
godic trajectory method for synthesizing time-optimal au-
tonomous search and exploration trajectories. We posed the
problem of time-optimal ergodic search from the perspective
of time-optimal control. Analytical conditions of optimality
were proven through a Bolza formulation of the problem and
using Pontryagin’s maximum principle. A solution based on
direct numerical optimization was presented and analyzed for
producing time-optimal ergodic trajectories. We show that it
is possible to balance time against the granularity of search

in several different scenarios that include search in a cluttered
environment. The proposed optimization was shown to handle
additional constraints without loss of coverage performance.
Last, we demonstrated minimum-time search and exploration
trajectories in a cluttered environment on a physical drone.

Future work will consider real-time optimization routines
for online planning and control. A limitation of the proposed
work is that the solutions are not globally optimal, but locally
optimal solutions. This is due to the ergodic metric being
highly nonlinear and non-convex. Interestingly, many trajec-
tory solutions can satisfy the same ergodic metric yielding
the same value. Future work will explore the conditions of
optimality and the class of trajectories that are considered
equivalently optimal. Furthermore, future directions will in-
clude environmental uncertainty that has the potential to be
integrated into the search and exploration approach.
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APPENDIX A
PROOFS

Proof. Theorem 1: Using the Hamiltonian described in (14),
we get the following time-optimal ergodic objective function

J (x̄, u, tf , ρ, λ) = ρ⊤ψ(x̄, tf ) |tf

+

∫ tf

t0

H(x̄, u, λ)− λ⊤ ˙̄xdt. (19)

To find conditions of optimality over the continuous-time ar-
guments of the objective function, we take the total variational
derivative of (19)

δJ = δρ⊤ψ(x̄, tf ) |tf +

(
∂ψ

∂x̄

⊤
ρ

)⊤

δx̄

∣∣∣∣
tf

(20)

+

(
H − λ⊤ ˙̄x+ ρ⊤

∂ψ

∂tf

)
δtf

∣∣∣∣
tf

+

∫ tf

t0

∂H

∂x̄

⊤
δx̄+

∂H

∂u

⊤
δu− λ⊤δ ˙̄x+

(
∂H

∂λ
− ˙̄x

)⊤

δλdt

Using integration by parts, we can remove the terms λ⊤δ ˙̄x
and get the following total derivative

δJ = δρ⊤ψ(x̄, tf ) |tf +

(
∂ψ

∂x̄

⊤
ρ− λ

)⊤

δx̄

∣∣∣∣
tf

(21)

+

(
H − λ⊤ ˙̄x+ ρ⊤

∂ψ

∂tf

)
δtf

∣∣∣∣
tf

+

∫ tf

t0

(
∂H

∂x̄

⊤
+ λ̇

)
δx̄+

∂H

∂u

⊤
δu+

(
∂H

∂λ
− ˙̄x

)⊤

δλdt.

Setting δJ = 0 we get the following system of equations

ψ(x̄(tf ), tf ) = 0 (22a)
x̄(t0) = x̄0 (22b)

˙̄x =
∂H

∂λ

⊤
(22c)

λ̇ = −∂H
∂x̄

⊤
(22d)

∂H

∂u
= 0 (22e)

λ(tf ) =
∂ψ

∂x̄

⊤
ρ

∣∣∣∣
tf

(22f)

H(x̄(tf ), u(tf ), λ(tf ), tf ) = −ρ⊤ ∂ψ
∂tf

∣∣∣∣
tf

(22g)

Recognizing the input stationarity condition ∂H
∂u , we can

reformulate the expression as an optimization over control
constraints

u⋆ = argmin
u∈U

H(x̄⋆, u, λ⋆). (23)

Thus, we convert the time-optimal ergodic control problem
into a point-wise optimization given locally optimal solutions
to x̄⋆ and λ⋆ where ⋆ denotes local optimality. Therefore, the
conditions of optimality for the time-optimal ergodic control
problem are

ψ(x̄(tf ), tf ) = 0

x̄(t0) = x̄0

˙̄x =
∂H

∂λ

⊤

λ̇ = −∂H
∂x̄

⊤

u⋆ = argmin
u∈U

H(x̄⋆, u, λ⋆)

λ(tf ) =
∂ψ

∂x̄

⊤
ρ

∣∣∣∣
tf

H(x̄(tf ), u(tf ), λ(tf ), tf ) = −ρ⊤ ∂ψ
∂tf

∣∣∣∣
tf

.

APPENDIX B
IMPLEMENTATION DETAILS

This appendix provides additional detailed information re-
garding parameters, initialization, environment configuration,
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and explicit equations used in the simulated and experimental
results presented in Section V.

A. Simulated Results

All simulated results were done using 2-D point mass
dynamics and a maximum number of basis kmax = 8 e.g.,
|K2| = 64. Note that the chosen dynamics is not specific to our
implementation, as the proposed approach can handle arbitrary
dynamics, but for ease of analysis.

A1: For results presented in Section V A1, a bounded 2D
exploration space W = [0, 1] × [0, 1] was used. Here, the
function g : X → W is defined as g(x) = Ipx where
Ip is an selection matrix that pulls the position terms from
the state x. Initial conditions for the problem are given as
x0 = [0.1, 0.1, 0, 0]⊤, xf = [0.9, 0.9, 0, 0]⊤. The information
distribution used is ϕ(w) = 1 which defines a uniform
distribution. Variations in γ range from 0.005 → 0.1 spread
evenly across 6 values. Control is constrained using |u| ≤ umax
where umax = 1 for both time-optimal and fixed-time ergodic
problems.

A2: The bounded workspace for results presented in Section V
A2 are given as W = [0, 3.5] × [−1, 3.5]. The function g(x)
then maps state to position in W . The solver is given as
initial condition x0 = [1.5,−0.8, 0, 0]⊤, xf = [2.0, 3.2, 0, 0]⊤

and initial tf = 10s. Here, we find that N = 100 provided
consistent trajectories. Trajectories are found using γ = 0.1
and γ = 0.001 respectively. Due to the larger space, the control
constraint was set to be umax = 2. The distribution ϕ was
specified as a mixture of Gaussian’s

ϕ(w) =

3∑
i=0

e−10.5∥w−ci∥2
2 (24)

where ci are Gaussian centers at c0 = (1,−0.5), c1 =
(2.5, 0), c2 = (1.2, 2), c3 = (2.5, 3).

A3,4: Ablation studies are performed under the same condi-
tions as in A1. The initial parameters tf and N are varied
from 4 − 8s and 50 − 600 with a resolution of 100 after 50.
The information distribution is given as ϕ(w) = 1 and we fix
the ergodic upper bound γ = 0.05. Control constraints are set
as umax = 1 and the 2D point-mass dynamics are used.

B. Solver Details

The solver used in this work is a variation of an augmented
Lagrange solver [55, 54]. The main augmentation is that we
perform sub-gradient step using [59, 60]. In practice, we found
that this method did well in providing trajectory solutions that
avoided saddle or inflection points.

Solver Parameters: Initial parameters for the optimization
problem in (18) varied depending on the ergodic upper bound
γ. We found the following set of parameters would consis-
tently yield solutions that were within solver tolerances. We
used 200 knot points for N and an α value for the CBF of 0.1.
Based on trial-and-error, we found that a linear interpolation
from the initial to the final state as initial trajectory provided

the most consistent solver performance. Other variations may
work (as shown in Fig. 5), but due to the nonlinear landscape
of the ergodic metric, it is difficult to predict the resulting
solution. For the three experimental results presented in Sec-
tion 8, we used an initial time of 8s, 12s, and 30s and ergodic
upper bound γ of 0.1, 0.05, and 0.01 respectively.

C. Results in Cluttered Environment

In this section, we provide the implementation details for the
time-optimal ergodic search in a cluttered environment results
in Section V-B.

Aircraft Dynamics: The exploration space W is defined as a
3D space W ⊂ R3. Coverage trajectories are optimized over
a uniform distribution ϕ(w) = 1 and all obstacles are known
at optimization time. The dynamics of the aircraft are given
as

d

dt


x
y
z
ψ
ϕ
v

 =


v cosϕ cosψ
v cosϕ sinψ
v sinϕ
u1
u2
u3

 (25)

where x, y, z ∈ W , and u = [u1, u2, u3]
⊤ are the control

inputs with constraints 0.5 ≤ u1 ≤ 5, and |u1|, |u2| ≤ π
3 .

System Configuration: The exploration space W is defined to
be a 2D space with W = [0, 3.5]× [−1, 3.5]. All results used
a uniform distribution ϕ(w) = 1. Obstacles were placed in the
environment at random and are fully known during planning
time. The dynamics used for planning are the 2D single-
integrator system which we found mimic the drone control
system reasonably. The drone used was the Bitcraze Crazyflie
2.1 drone using the Lighthouse deck tracking system [61]
to obtain state position data. The drone has an internal state
estimator with inertial measurement unit that tracks velocity,
orientation, and altitude. Optimized trajectory are sent to the
drone to track at the specified control frequency ∆t = tf/N
using ROS2 [62]. Experimental data was obtained through the
Crazyflie library.

Safety Barrier Constraints: Safety and collision avoidance
constraints for the obstacles in the environment were imple-
mented using discrete control barrier functions [29, 63, 30].
These functions define an inequality constraint that, when
satisfied, guarantee a planned trajectories remain within a set
of defined safe states. The barrier constraint is defined as

∆hCBF(xt, ut) ≥ −αhCBF(xt) (26)

s.t.

{
0 < α ≤ 1

∆hCBF(xt, ut) = hCBF(f(xt, ut))− hCBF(xt)

where α is a scalar value and hCBF(x) is given as the
signed distance function to the centers of the rotated objects
using a fourth order L4 norm that smoothly approximates a
square. The constraint is implemented in (18) for each knot
discretization N .
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