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Abstract—Effective use of camera-based vision systems is
essential for robust performance in autonomous off-road driving,
particularly in the high-speed regime. Despite success in struc-
tured, on-road settings, current end-to-end approaches for scene
prediction have yet to be successfully adapted for complex outdoor
terrain. To this end, we present TerrainNet, a vision-based terrain
perception system for semantic and geometric terrain prediction
for aggressive, off-road navigation. The approach relies on several
key insights and practical considerations for achieving reliable
terrain modeling. The network includes a multi-headed output
representation to capture fine- and coarse-grained terrain features
necessary for estimating traversability. Accurate depth estimation
is achieved using self-supervised depth completion with multi-view
RGB and stereo inputs. Requirements for real-time performance
and fast inference speeds are met using efficient, learned image
feature projections. Furthermore, the model is trained on a large-
scale, real-world off-road dataset collected across a variety of
diverse outdoor environments. We show how TerrainNet can also
be used for costmap prediction and provide a detailed framework
for integration into a planning module. We demonstrate the
performance of TerrainNet through extensive comparison to
current state-of-the-art baselines for camera-only scene prediction.
Finally, we showcase the effectiveness of integrating TerrainNet
within a complete autonomous-driving stack by conducting a
real-world vehicle test in a challenging off-road scenario.

I. INTRODUCTION

Autonomous robot navigation in off-road environments
has seen a wide range of applications including search and
rescue [50], agriculture [13], planetary exploration [48, 51],
and defense [28]. Unlike indoor or on-road environments where
traversable areas and non-traversable areas are clearly separated,
off-road terrains exhibit a wide range of traversability that
require a comprehensive understanding of the semantics and
geometry of the terrain (Figure 1).

Current off-road navigation systems typically rely on LiDAR
to obtain a 3D point cloud of the environment for semantic and
geometric analysis [19, 33, 44, 45, 46]. While LiDAR sensors
provide accurate spatial information, the resulting point cloud
is rather sparse, making it tricky to build a complete map of
the environment. Though point cloud aggregation can build
such a map, it faces challenges when the vehicle travels at
high speeds [20]. Finally, since LiDAR emits lasers into the
environment, dust and snow can interfere with the measurement,
and outside observers can detect the vehicle from the emitted
lasers.
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Fig. 1: High-speed driving in complex off-road environments requires
joint reasoning of terrain semantics and geometry. Top row: a vehicle
can drive at high-speed on a dirt road but has to be more cautious in
snow due to wheel slipping. Bottom row: a vehicle needs to estimate
terrain slopes and sizes of vegetation for safe planning and control.

Cameras, on the other hand, provide a number of benefits
over LiDAR. Cameras provide high-resolution semantic and
geometric information, stealth due to their passive sensing
nature, are less affected by dust and snow, and are considerably
cheaper. Hence, a camera-only off-road terrain perception
system can potentially reduce the hardware cost, improve the
system robustness at high speeds, and open up new possibilities
for off-road navigation under extreme weather conditions and
where stealth is desired.

Perhaps unsurprisingly, similar motivations have spurred
recent major efforts of camera-only perception for on-road
navigation [11, 22, 31, 35, 55]. This task mainly focuses on
Bird’s Eye View (BEV) semantic segmentation to assess traffic
conditions. One notable work is Lift-Splat-Shoot (LSS) [35].
The core of LSS consists of a “lift” operation that predicts a
categorical distribution over depth for each pixel and a “splat”
operation to fuse the image features and project them to the
BEV space. LSS and related work are entirely data-driven, so
they can predict complete maps and are more robust to sensor
noise and projection errors. But their applicability to off-road
perception is challenged by several barriers. First and foremost,
they only predict a ground semantic BEV map without any 3D
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terrain information that is critical for planning and control in
off-road environments. Second, they are usually not optimized
for real-time operation. For example, LSS predicts depth as a
categorical distribution along the camera frustums to enable
end-to-end learning, but this comes at a price: the size of
the frustum features is large, creating a time and memory
bottleneck, especially for field robots with limited hardware
capabilities. Finally, to train such models, we need large-scale
labeled terrain datasets. But, to the best of our knowledge,
there are no such datasets for complex off-road terrains yet.

To this end, we design and implement TerrainNet, a real-time,
camera-only terrain perception system that enables high-speed
driving of a passenger-scale Polaris [2] vehicle on complex off-
road terrains. We make several design choices and innovations
to make TerrainNet suitable for off-road perception. First,
TerrainNet supports multi-view RGB with optional stereo depth
as inputs. Using stereo depth provides valuable geometric
context that greatly improves prediction accuracy. Second, we
enhance the predicted depth via an auxiliary loss on the output
depth values. This extra supervision teaches the model to
correct and complete the (potentially inaccurate) input stereo
depth. This turns out to be critical for accurately estimating
terrain geometry. To create ground-truth depth images, we
build a complete map of the environment offline by aggregating
LiDAR scans and removing outliers from the entire point cloud.
Note that LiDAR is only used to create the training dataset
and is not needed in deployment. Third, we make TerrainNet
more than 5× faster than LSS by lifting each image feature
into a single 3D point and use a soft quantization technique in
the “splat” step to keep the model end-to-end trainable. Lastly,
TerrainNet predicts a multi-layer BEV map that captures both
ground and overhanging terrain features.

TerrainNet is the first off-road, camera-only perception
system for joint BEV semantic and geometric terrain mapping
in a unified feed-forward model. To train and evaluate our
model, we collect a new challenging large-scale, off-road
dataset from different environments consisting of both on-trail
and off-trail driving scenarios with extreme elevation changes.
We believe our dataset better covers the diversity of the off-road
driving challenges compared to RELLIS-3D [25], a publicly
available dataset which is captured from a single environment
and mainly consists of on-trail driving scenarios with limited
elevation changes. We show that TerrainNet outperforms
recent baselines in semantic and elevation estimation, while
being much faster. Finally, we deploy TerrainNet inside a
full navigation stack to have a Polaris vehicle traverse a
1.1 kilometer route over snow-covered hills.

II. RELATED WORK

On-road BEV perception. LiDAR and cameras are com-
monly used sensors in on-road autonomous driving perception
systems [29, 35, 57], providing crucial information about
surrounding objects and their semantics. Convolutional Neural
Networks (CNNs) have shown exceptional performance in
image [10] and point cloud [57] segmentation, and they have
become the core of perception systems in on-road scene
understanding. Although many of these systems rely on LiDAR

[29, 39], there has been increasing interest in using cameras due
to their lower cost. In camera-based methods, a critical aspect
is learning to project pixel-wise features to the BEV space. Lift-
Splat-Shoot [35] adopts a backward projection scheme that lifts
the image features using predicted depth and then splats the
features into BEV space. SimpleBEV [21] and BEVFormer [31]
perform forward projection from a set of grid points in the BEV
space to retrieve their corresponding image features. Another
line of work [11, 38, 40, 56] learns the projection with an
attention mechanism. TerrainNet adopts a backward projection
scheme since it makes full use of image pixels and does not
assume a flat ground. Moreover, TerrainNet leverages stereo
depth completion and soft-quantization for projection. This
improves both the speed and accuracy of TerrainNet.

Off-road terrain modeling. Off-road terrains often exhibit
large variations in ground elevations which can significantly
affect terrain traversability. Hence, there has been a plethora
of work on geometric terrain mapping. A frequently used
representation is a 2.5D elevation map by aggregating point
measurements from LiDARs or stereo cameras [16, 17, 18, 34,
46, 49]. In more complex environments where overhanging
objects need to be considered, a voxel-based representation [5]
or a multi-level surface map [49] are more effective in capturing
detailed geometric information. In practice, obstacles or terrain
discontinuities leave areas with missing values in the elevation
map, leading to suboptimal motion planning. Inspired by
data-driven image in-painting methods, recent works [41, 46]
propose self-supervised learning to reconstruct the occluded
area from an incomplete elevation map.

Besides geometric terrain modeling, semantics also play a
critical role in traversability assessment [4, 26, 32, 33]. For
instance, tall grass appears as obstacles yet is traversable,
whereas large puddles are perceived as a flat surface but can
be dangerous. Semantic segmentation is typically done in the
image space [4, 42, 47] or the BEV space [33, 44]. Since
planning is more convenient in the BEV space, it is a common
practice to project the pixel-wise segmentation into a BEV cost
map using LiDAR or stereo cameras [4, 33]. More recently,
Shaban et al. [44] present an end-to-end trainable, recurrent
CNN that builds a temporally consistent BEV semantic
map from LiDAR. For a comprehensive literature review in
traversability estimation for mobile robots, we refer readers to
surveys [7, 43].

Existing off-road terrain perception approaches are usually
designed for low-speed operations. Thus, they are able to
gather dense sensor measurements to filter out the sensor
noise to estimate a good terrain model. Some systems support
high-speed operations but they are limited to on-road, flat
terrains. In contrast, TerrainNet is designed for high-speed
operations on any terrain. It achieves low latency by using a
compact, multi-layer terrain representation [49], while at the
same time maintaining accuracy at high speed with end-to-end
BEV perception [35, 44]. Unlike existing systems that require
complex algorithms and careful tuning to maintain real-time
operations and consistent mapping, TerrainNet is a simple feed-
forward neural network. It is also fast and can be improved as
more training data is available.



Planning. To navigate a vehicle in off-road environments,
a motion planner can leverage the perceived terrain features
to plan safe and efficient trajectories. The terrain features are
usually converted into costs for a planner to rank and assess
the risk of trajectories [8, 9, 12, 15]. In our experiments, we
illustrate how to use the MPPI planner [53] for motion planning
with terrain features and robot capability considered.

III. OFF-ROAD TERRAIN MODELING

To enable a robot to drive safely and efficiently on off-road
terrains, it is crucial to understand the traversability of its
surroundings. Terrain traversability is the amount of cost or
effort to traverse over a specific landscape. While many factors
affect terrain traversability, we consider three primary factors:
semantics, geometry, and robot capability.

Semantics. The semantics of terrain refers to the classes
of objects (e.g., bush, rock, tree) or materials (e.g., dirt,
sand, snow) occupying the terrain. Different semantic classes
typically have different physical properties, such as friction
and hardness, which can affect the capabilities of the vehicle.
For example, since dirt can supply more friction than snow, a
vehicle can drive faster on a dirt road than on snowy ground.
Moreover, off-road vehicles have higher chassis and better
suspension, so they can traverse over bushes and small rocks,
albeit at lower speeds due to the increased resistance and
bumpiness. Hence, the semantics of terrain encodes a rich
spectrum of traversability.

Geometry. Off-road terrains are typically non-flat. A vehicle
may not have enough power to climb a steep slope, and
driving along a slide slope at high speed poses a significant
risk of rolling over. Additionally, the geometry of objects
also affects terrain traversability. For instance, a large bush is
harder to traverse than a small bush. Hence, understanding the
geometry of terrain is another important aspect of traversability
assessment.

Robot capability. A vehicle’s physical and mechanical
properties play another important role in terrain traversability.
A bigger and more powerful vehicle can traverse over larger
bushes or rocks than a smaller vehicle with less power. Since
robot capability is an intrinsic property of the robot and is
independent of terrain properties, we consider robot capability
when designing the cost function later in Section VI-C. To some
extent, robot capability is also considered when generating the
training dataset, as described in Section V-B.

A. Multi-layer Terrain Representation

Since a ground vehicle traverses a 2D surface, it is convenient
to use a gravity-aligned, 2D top-down grid map [14] to
represent the terrain. Here we consider local navigation, where
the map provides the vehicle with instantaneous information
about its surroundings. Hence, we fix the size of the map and
let the map “move” with the vehicle so that the vehicle stays
at the center. This is commonly referred to as the local map.
We do not consider building a global map in this work, though
if required, we can leverage existing global SLAM algorithms
to stitch the local maps together to obtain a global map.

The key question is what kind of terrain features to store
in the top-down map. Previous work usually stores semantic
classes [33, 44] or elevations [16, 46] for each grid cell. These
representations have two key drawbacks. First, they do not
model the hardness or porousness of the terrain, and hence
they cannot capture the difference in traversability between
a small and large bush. Second, they either do not consider
overhanging objects or merge the semantic information of
overhanging objects with ground objects. This would result in
an inaccurate terrain model because the effect on traversability
from overhanging objects is different from ground objects due
to the geometry and the lack of gravity-induced force.

To address these issues, we extend the idea of MLS map [49]
and propose a multi-layer terrain representation illustrated in
Figure 2. It consists of two layers, a ground layer that captures
terrain properties on the ground and a ceiling layer that models
overhanging objects. For each layer, we model their semantic
and geometric properties separately as follows:

Ground layer. For each map cell on the ground, we store the
semantic probability distribution Cground and elevation statistics
Hground of the terrain. The categorical distribution Cground ∈ RK

stores the relative proportions of the K semantic classes
occupying each cell. We use the full distribution of semantic
classes instead of a single class label to reduce the information
loss caused by discretization (e.g., a map cell may contain both
“dirt” and “bush” if it is at the boundary between dirt and a
bush). The elevation statistics Hground contains the minimum
and maximum elevation values hmin and hmax on the ground.
This allows the height of porous objects (such as grass and
bushes) to be captured separately and resolves sharp elevation
changes due to objects such as rocks and trees.

Ceiling layer. The ceiling layer models overhanging objects,
such as canopies and tree branches. The semantic information
Cceiling is similar to Cground but stores the semantic distribution
of overhanging objects. The elevation information Hceiling
stores the height of the lowest overhanging point hceiling. If
no overhanging points are present (e.g., on open terrains), we
set hceiling = hmin + hclearance, where hclearance is a predefined
constant of the desired vertical clearance.

This two-layer terrain representation captures a number of
properties that are crucial for off-road navigation: the separate
modeling of ground and overhanging semantics allows a robot
to reason about semantic traversability more accurately, and
the ground elevation statistics captures the hardness and sizes
of ground objects (refer to Figure 2). These features can then
be input to a cost function to build an accurate traversability
cost map for planning (see Sec. VI-C).

B. Computing the Terrain Representation

This section illustrates a practical approach that leverages
LiDAR sensors to build the proposed multi-layer terrain repre-
sentation. This process is summarized in Figure 2. While our
goal is real-time visual terrain modeling, we can benefit from
accurate geometric sensors and extensive offline processing
to produce high-quality ground-truth data for training that is
otherwise challenging to obtain in real time.
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Fig. 2: Left Multi-layer terrain representation. The ground layer consists of the minimum and maximum ground elevations to capture the
sizes of porous objects like bushes and also preserve sharp elevation changes after discretization. The ceiling layer represents the geometry of
the overhanging objects (e.g., canopy) that might potentially block the path. Right In our practical implementation, we obtain a dense point
cloud of the environment, discretize the x-y plane into 2D grid cells (shown in 1D for simpler visualization), and compute the elevation
values by analyzing the point distribution in each cell. We ignore anything higher than the desired vertical clearance. For each layer and each
cell, we count the number of semantic points for each class and compute a normalized histogram as the semantics of that cell.

Point cloud aggregation. Given recorded LiDAR scans,
we use offline SLAM tools [23] to generate gravity-aligned
poses for each scan and then aggregate them to obtain a
globally aligned dense point cloud. We clean up the point
cloud by removing points that are potentially outliers (see the
supplementary for more details). Since this is done offline, we
can thoroughly analyze the point cloud without worrying about
the computational cost. Note that we could also use the stereo
cameras for creating the dense point cloud, but we have found
that stereo cameras have a shorter range and produce spurious
depths on porous objects and the ground.

Divide and sort. We divide the x-y plane into 2D grid cells
with a desired resolution and sort points that fall into a cell
C(i, j) by their z-coordinates in ascending order, giving us a
sorted point set {(xk, yk, zk) ∈ C(i, j)} for each cell.

Compute elevations. We iterate over the points in each
cell, starting from the lowest elevation. The minimum ground
elevation of a cell is computed as

hmin =
1

m

m∑
k=1

zk, (1)

where m is a tuning parameter to smooth out the sensor noise.
Cells without enough points are marked as unlabeled. Then, we
compute the z-gaps of consecutive points as ∆zi = zi+1 − zi.
Letting zgap denote a predefined constant corresponding to
the minimum gap between the ground and the ceiling, if
∆zi > zgap, then zi+1 is considered the lowest overhanging
point, and we set:

hmax = zi (2)
hceiling = zi+1. (3)

If no gap is found, then hmax is set to the highest point in
the cell, and hceiling = hmin + hclearance where hclearance is the
vehicle’s vertical clearance.

Compute semantics. The ground and ceiling layers have
separate semantic maps. Given a labeled point cloud (Sec-
tion V-B), we assign each point to either the ground layer or
the ceiling layer. Specifically, for a point (x, y, z),

(x, y, z) ∈


ground, if z ≤ hmax.

ceiling, if hmax < z < hceiling.

ignored, otherwise.
(4)

After the partitioning, we compute a normalized histogram for
each cell

[p1, p2, . . . , pK ] =
1∑K

k=1 nk

[n1, n2, . . . , nK ], (5)

where nk is the number of points of class k in that cell.

IV. TERRAINNET

In the previous section, we introduced our terrain representa-
tion. When a vehicle is deployed in a new off-road environment,
it has no knowledge of the terrain and thus must build the terrain
representation from its onboard sensors in real time. In this
section, we introduce our terrain inference engine TerrainNet,
which predicts the terrain representation from its onboard RGB
or RGB-D cameras.

A. Overview

TerrainNet is a single neural network that takes RGB or RGB-
D images and jointly predicts terrain semantics and geometry.
Figure 3 illustrates the overall pipeline. First, multiple RGB
or RGB-D sensors are passed into the RGB-D backbone. The
backbone produces two outputs for each camera: a dense
and corrected depth image, and a 2D feature map. Each
valid (i.e., neither self-hit nor sky) pixel in the depth image is
back-projected to a 3D point using the corresponding camera
intrinsics and extrinsics. We compute the terrain embedding for
each 3D point that encodes semantic and geometric features.
The per-point terrain embeddings are then down-projected
and aggregated in the gravity-aligned BEV space with a fast,
differentiable splat operation. The resulting BEV feature map
is decoded into multiple semantic and elevation maps via an
inpainting network. These maps are converted into a costmap
by mapping the semantic categories and geometric features via
a cost function that accounts for robot capability. The costmap
can then be used by a local planner to find the best trajectory
to reach a waypoint. In the following sections, we describe
each component in detail.

B. Depth Completion and Correction

To build an accurate terrain representation, the most cru-
cial aspect is to have a good spatial understanding of the
environment. Modern stereo cameras can provide dense and
accurate depth at close range. However, the error in depth
estimation increases quadratically over distance, and stereo
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Fig. 3: Architecture of TerrainNet. RGB images with stereo depths are input to the RGB-D backbone to obtain completed depths with
semantic features. Note that completed depths exclude pixels (colored in dark gray) that are potentially self-hits or sky. The per-pixel image
features are back-projected to 3D to compute their terrain embeddings. The terrain embeddings are then splatted onto the BEV feature
map with soft quantization. The feature map is temporally aggregated and finally passed to the multi-head inpainting network to predict a
multi-layer terrain map. Red dotted boxes indicate where losses are applied during training.

matching works poorly for porous structures such as vegetation.
Moreover, high-end stereo cameras [1] are equipped with
high-sensitivity, low-distortion monochrome sensors for stereo
matching, but they are not engineered for wide field-of-view
semantic perception like RGB cameras. In Figure 3, we show
the stereo depth output with the wide-angle RGB image
on our hardware platform. The stereo depth only occupies
a central area of the image, and there are many missing
depth pixels due to failures in stereo matching. On the other
hand, while there have been substantial advances in monocular
depth estimation, they have only been shown to work well in
structured environments where prior knowledge of object sizes
and depth can be learned. Off-road terrains are often much
less structured, and we find that solely using RGB information
is inferior compared to a stereo system. To combine the rich
semantic information of wide-angle RGB cameras and the
incomplete stereo depth, we perform Depth Completion, which
fills in missing depth pixels and corrects the errors in stereo
depth in a data-driven fashion.

Given an RGB image and a stereo depth image (note that
these may come from two different cameras), we first transform
the stereo depth points into the RGB image to obtain an aligned
RGB-D image I . Then, we pass the RGB-D image into a U-
Net similar to Jaritz et al. [24] to get a dense depth map. The
depth map does not have to be full-resolution, and we find

8× downsampling provides a good trade-off between speed
and accuracy. We adopt a classification approach for depth
completion because it captures depth discontinuity better than
regression [37].

Given the completed depth image and the feature map, we
use the camera intrinsics K and extrinsics [R, t] to compute
the 3D location of each pixel in the gravity-aligned BEV space.
Specifically, given a 2D pixel (u, v) with depth d, we transform
it to the vehicle-centered, gravity-aligned BEV frame:

[x, y, z]⊤ = RK−1[u, v, d]⊤ + t. (6)

Terrain embedding. For each 3D point, we use the corre-
sponding image embedding as the semantic embedding fsem.
For elevation, we apply a multi-layer perceptron (MLP) on z
to obtain the elevation embedding: felev = MLP(z). We con-
catenate the semantic and elevation embeddings together and
apply another MLP to obtain the per-point terrain embedding:
f = MLP(concat(fsem, felev)).

C. Fast and Differentiable BEV Projection

Given the 3D point set {(x, y, z, f)}, the next step
is to project the points onto the BEV map by round-
ing each point into the nearest integer grid coordinates
(round(x/r), round(y/r)), where r is the side length of each
map cell. The main disadvantage of hard quantization is that we



can no longer correct the grid coordinates via back propagation
due to the loss of gradient w.r.t grid coordinates. Inspired by
related work in differentiable geometric learning [36], we adopt
a soft quantization approach, where we “splat” each point
feature into the 4 neighboring map cells with weights computed
by bilinear interpolation. This allows the depth completion
module to learn to adjust its depth prediction by minimizing
the loss in the projected map.

Local feature aggregation. Since multiple points may fall
into the same map cell, we compute the weighted average
of the embeddings in each cell, where the weights are given
by the soft quantization to create a grid-based BEV feature
map. Let S(i, j) = {(f1, w1), . . . , (fN , wN )} denote the set
of point embeddings, and their corresponding weights within
cell (i, j), the feature embedding for the cell is computed as

fcell(i, j) =
1

W

N∑
k=1

wkfk, (7)

where W =
∑N

k=1 wk.
Temporal feature aggregation. Due to occlusion and errors

in estimated depth, the map built from a single frame may not
be sufficiently stable and complete. Hence we introduce an
optional Temporal Aggregation (TA) layer that aggregates BEV
feature maps over time. The TA layer is a single ConvGRU
similar to that of Shaban et al. [44] but with one major
difference: we use an orientation-stable odometry frame for
aggregation instead of an ego-centric frame to better preserve
fine-grained details. This is similar to the classical sliding
window approach [33] where we shift the map and integrate
the current sensor measurements, but we perform the shifting
and aggregation on the feature map with a recurrent network.

D. Multi-head Terrain Inpainting Module

The terrain inpainting module decodes the BEV feature map
into complete semantic and elevation maps. For semantic maps,
it predicts a H ×W ×K tensor to represent the probability
distribution of the semantic classes, where H,W are the height
and width of the map. For elevation maps, it predicts a H ×
W × 1 tensor to represent the corresponding elevation values.
We adopt a U-Net as the inpainting module with a shared
encoder and multiple convolutional decoding heads. Each head
predicts a specific type of terrain map. This works better than
a single decoding head with multiple channels because the
semantic and elevation maps have different output spaces.

V. IMPLEMENTATION DETAILS

A. Hardware Platform

We collect our training and test data on a modified Polaris
RZR vehicle [2] shown in Figure 1, which is capable of driving
on off-road terrains at speeds up to 20 m/s (45 mph). The
vehicle is equipped with 4 MultiSense stereo cameras [1]
and 3 Velodyne 32-beam LiDAR sensors. LiDAR is only
used for generating ground-truth with the method discussed in
Section III-B and is not used during testing.

B. Dataset

We collected our training and validation data on the actual
vehicle in several off-road environments with diverse appear-
ances (Figure 4). We collected 5 sequences of manual driving
data, totaling 20k frames. For each sequence, we ran Google
Cartographer [23] to obtain gravity-aligned robot poses for
building the ground-truth terrain maps and depth maps.

Create elevation maps. We follow the algorithm in Sec-
tion III-B to generate the minimum ground, maximum ground,
and ceiling elevation maps. For each time step t, we aggregate
300 LiDAR scans (running at 10 Hz) with a time range of
(t− 150, t+149). Note that the vehicle is always at the origin.
We set m = 3, zgap = 1 m, and hclearance = 3 m.

Create semantic maps. We ask human labelers to annotate
6k LiDAR scans. These scans are carefully selected such
that they contained the relevant semantic objects. These
annotated LiDAR scans are aggregated and projected to the
BEV ground map or the BEV ceiling map using the algorithm
in Section III-B. We identify 7 semantic categories: dirt, dirt-
trail, grass, bush, canopy, tree, and rock. It is straightforward
to extend the ontology and finetune the model if additional
data is available, as we show in Section VI-C.

Create dense depth maps. We aggregate 50 LiDAR scans
for each time step and project the point cloud to each RGB
camera. For each pixel, we keep the smallest depth value.

C. Pseudo Labeling

To leverage unlabeled data, we train a LiDAR segmentation
network to predict pseudo labels [30] for the unlabeled points
in the training set. Specifically, we train Cylinder3D [57] on
the labeled LiDAR points and predict the labels for all the
unlabeled LiDAR points. We use the pseudo-labeled LiDAR
points to build our ground-truth semantic maps for training.
We do not apply pseudo labeling on the validation set. In
Section VI-B2 we evaluate the effect of pseudo labeling.

D. Training

We split the dataset into 15k frames for training and 5k
frames for validation by cutting each sequence into two non-
overlapping train and validation segments. We manually labeled
4500 training frames and 1500 validation frames, and we
pseudo-labeled the remaining training frames. All frames have
elevation labels. The images are rectified and resized to 512×
320. We crop and warp the images such that they all have the
same intrinsic parameters. We train TerrainNet on 4 Nvidia
A40 GPUs with a batch size of 8 and the Adam optimizer [27].
All models (including applicable baselines) are trained for 100k
iterations. The map size is 51.2 m× 51.2 m with a resolution
of 0.4 m. There is no limit on the elevation range.

Loss. We first pre-train the RGB-D backbone on the depth
completion task. We discretize the depth into 128 bins with
a max range of 25.6 m and apply a cross-entropy loss. Then,
we train the whole network end-to-end. For the semantic maps,
we use an unweighted cross-entropy loss. For the elevation
maps, we use a Smooth-L1 loss [3] with transition parameter
β = 0.2. Instead of predicting hmax and hceiling directly, we
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Fig. 4: Our dataset consists of diverse off-road environments. a) vehicle driving at high-speed on a trail with bushes, grass, rocks, and Joshua
trees on the two sides; b) vehicle driving off-trail on a hilly terrain with scattered grass, bushes, rocks and Joshua trees; c) vehicle driving
on a hilly terrain with tall trees and overhanging canopy. For each environment, we also show (from top to bottom) the ground semantics,
ceiling semantics, min ground elevation, max ground elevation, and ceiling elevation. For the ceiling semantic map, we use the sky class to
mark areas where no overhanging objects are present. The max ground and ceiling elevation maps are offsets to the ground elevation.

predict their offsets to hmin. The total loss is L = Lsemantic +
0.1Lelevation + 0.1Ldepth.

VI. EXPERIMENTS

A. Comparison with Existing BEV Perception Methods

We quantitatively evaluate TerrainNet in terms of its accuracy
and speed. We divide the experiments into a few sections, each
focusing on a specific aspect.

1) Baselines: There is a vast amount of literature on on-road
BEV perception. Many of them use heavyweight neural nets,
which are unsuitable for running on a compute-limited vehicle.
To this end, we focus on three main BEV perception paradigms
and pick the most representative baseline for comparison:

Segmentation and Projection. We build a classical
pipeline [19, 33] where we first perform image segmentation
and then project the pixel labels using the stereo depths. Since
we only label the LiDAR points, we project the labeled LiDAR
points to each image as the ground-truth segmentation mask. We
train a state-of-the-art image segmentation network SegFormer-
B1 [54] on our dataset. Then, we use the same pipeline for
generating the ground-truth maps to build a dense point cloud
and project it down to the BEV map. We perform nearest
neighbor inpainting to fill in the unknown space.

Lift-Splat-Shoot. LSS [35] implicitly learns to predict a
per-pixel depth map and splats the features along each depth
ray, weighted by the depth distribution. Since vanilla LSS
cannot predict elevation, we modified LSS to compute the
terrain embedding in the same way as TerrainNet. The main
difference between LSS and TerrainNet is that TerrainNet has
explicit depth supervision and does a “one-hot” splat of terrain
embeddings onto the map.

SimpleBEV. SimpleBEV [21] performs forward projection
with a uniform splat of image features without considering
per-pixel depth. While it has been shown to outperform LSS
and many other strong methods for on-road driving, it is not
clear if the same holds for off-road driving where the terrain
is not flat. We use a grid resolution of 128 × 128 × 32 to
cover a 3D volume of 51.2 m× 51.2 m× 51.2 m. (Using a
larger z-resolution would make the memory consumption and
training time prohibitive.)

We evaluate two versions of our system: the single-frame
TerrainNet and TerrainNet-TA (i.e., with a temporal aggregation
layer). For a fair comparison, LSS and SimpleBEV use the
same image backbone and inpainting net as TerrainNet with the
same hyperparameters for training. We also train a RGB-only
version of TerrainNet, LSS, and SimpleBEV by removing the



Method Dirt Dirt-trail Grass Bush Canopy Tree Rock mIoU ↑ Elevation (MAE) ↓ Time (ms) ↓
R

G
B LSS 0.726 0.621 0.921 0.241 0.042 0.081 0.141 0.396 0.375 0.323 0.015 202

SimpleBEV 0.727 0.614 0.922 0.245 0.040 0.041 0.106 0.385 0.417 0.322 0.018 110
TerrainNet 0.730 0.617 0.919 0.257 0.071 0.081 0.177 0.407 0.361 0.315 0.018 25

R
G

B
+S

te
re

o LSS 0.762 0.656 0.926 0.353 0.096 0.141 0.235 0.453 0.257 0.286 0.016 207
LSS one-hot depth 0.751 0.642 0.919 0.308 0.094 0.098 0.202 0.431 1.028 0.379 0.019 28∗
SimpleBEV 0.754 0.647 0.923 0.320 0.076 0.070 0.140 0.419 0.286 0.299 0.015 113
TerrainNet 0.765 0.666 0.926 0.380 0.125 0.145 0.274 0.469 0.244 0.277 0.015 28
Seg & Proj 0.664 0.671 0.784 0.234 0.109 0.081 0.168 0.387 0.559 0.408 0.034 -
TerrainNet-TA 0.796 0.679 0.928 0.513 0.161 0.192 0.276 0.506 0.243 0.240 0.024 29

TABLE I: For semantics, we report the per-class IoU and mean IoU. For elevation, we report the Mean Absolute Error (MAE) for min.
ground, max. ground, and ceiling elevation, respectively. We report the inference time on an RTX 3090. The inference time for LSS one-hot
depth is an estimation. For Seg&Proj we do not report its inference time since it depends on the implementation of temporal aggregation.

SimpleBEV LSS TerrainNet LSS TerrainNet Seg & Proj TerrainNet-TA
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Fig. 5: Qualitative comparison between TerrainNet and the baselines in one of the forest environments (best viewed when zoomed in). In
general, RGB-D models see more trees. Seg&Proj shows many artifacts due to errors in stereo matching on the ground. TerrainNet-TA shows
the highest fidelity. See the supplementary material for more examples.

input depth.
2) Terrain Modeling Accuracy: In Table I, we compare

TerrainNet with the baselines in terms of their accuracy in
modeling the terrain. For semantics, we use the standard IoU
metric. For elevation, we use the per-pixel mean absolute error.

TerrainNet surpasses all the baselines for RGB and RGB-D
inputs. The fact that TerrainNet outperforms LSS shows that
the explicit learning of per-pixel depth is beneficial. While it
is possible to project a single depth for LSS during inference,
the results are much worse, as shown in the LSS one-hot
depth baseline. SimpleBEV and Seg&Proj perform worse than
TerrainNet and LSS. Figure 5 presents a qualitative comparison
and Figure 6 highlights a particular frame. The RGB-D models
preserve more semantic details, with TerrainNet-TA being
closest to the ground truth. The artifacts in the Seg&Proj
baseline are due to errors in stereo matching. For more
qualitative examples, please see the supplementary material.

In general, large and more frequent classes (dirt, dirt-trail,
grass and bush) are easier to predict than small, less frequent
objects (tree and rock). This is expected since small objects
are harder to localize, especially when they are far. Canopy
is also harder to localize due to its overhanging nature and

occlusion. In terms of elevation, TerrainNet-TA does not show
notable improvement in the ground elevation than TerrainNet.
We hypothesize that it is due to the recurrent layer not being
able to track the vertical movement of the vehicle well. We
leave it as future work to improve this aspect.

Stereo depth provides significant gains. Models with
stereo depths as additional input outperform their RGB-only
counterparts by a large margin. For off-road environments,
objects are randomly scattered, and they can have similar
appearances but different sizes (e.g., small vs. large bushes).
Thus, it is hard to estimate the depth from color information.
This suggests that for off-road terrain perception, it is preferred
to equip the robot with stereo cameras instead of monocular
cameras. The performance improvement is usually worth the
extra cost.

Forward vs. backward projection. SimpleBEV performs
on par with other methods on dirt, dirt-trail, and grass. These
semantic classes cover a large area of the ground, so accurate
depth estimation is not essential. But for objects such as bush,
canopy, tree, and rock, SimpleBEV usually underperforms.
SimpleBEV also performs poorly on elevation estimation, likely



Front

Back

Left

Right

Min Ground Elevation

Max Ground Elevation
(colored with semantics)

1

2

3

1

2

3

Fig. 6: 3D visualization of TerrainNet-TA prediction on a high-speed
on-trail sequence. The green arrow indicates the vehicle’s heading.
The Min Ground Elevation map shows a smooth ground support
with porous objects such as vegetation removed. The Max Ground
Elevation map contains the protruding vegetation on the ground. Note
the bush far ahead (1) and rocks on the hills (2, 3) are well captured.
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Fig. 7: Comparing TerrainNet to Seg&Proj with interpolation. Terrain-
Net is able to predict the non-visible hill crest (area 1) and the occluded
flat ground (area 2) behind dense vegetation, whereas interpolating
aggregated stereo depths predicts a flat hill and a bumpy ground.
TerrainNet is also robust to artefacts in stereo depths.

due to the low z-resolution of the grid. Increasing the grid
resolution would linearly increase computation and memory
consumption, which is not always feasible.

Learning-based inpainting is better than interpolation. In
Figure 7, we compare the predicted ground elevation map from
Seg&Proj with Navier-Stokes interpolation [6] and TerrainNet-
TA. Only temporally aggregating the stereo depths creates an
incomplete elevation map due to occlusion. A non-learning-
based interpolation cannot leverage the context to predict the
occluded areas, such as the hill crest and the flat ground behind
dense vegetation. In contrast, TerrainNet learns shape priors to
predict occluded areas more accurately. TerrainNet is also less
prone to the artefacts in the raw stereo depths.

3) Inference Speed: Inference speed is vital for fast and
safe off-road driving. In Table I, TerrainNet is 7× faster
than LSS. The significant speedup comes from the direct
projection of point features, which avoids the cost of projecting
the features to every location on a depth ray. Adding stereo
depth to the input has a minor impact on the speed because it
only introduces a few extra convolution layers. Similarly, the
temporal aggregation module has a relatively low overhead.

B. Ablation Study
1) Architecture: To understand the importance of each

component in TerrainNet, we perform an ablation study by
training a few alternative models with some of the components
disabled. We summarize the results in Table II and have the
following observations:

1) Without soft quantization (“No soft quantization”), the
semantic mIoU degrades by 2 points, indicating the
differentiable projection is crucial for correcting the end-
to-end projection error from image space to BEV space.
It has a small impact on elevation accuracy likely due
to the terrain being naturally smooth.

2) The “No z” variant removes the elevation feature com-
pletely and only projects the image features. This results
in a large error in ground elevation.

3) Removing the depth completion network and only using
the raw stereo depth (“No depth completion”) degrades
both semantic and elevation accuracy by a large margin.

4) We also trained a model using the ground-truth depth
for the projection (“Full model + GT depth”). It has a
sizeable improvement both in semantic mIoU (2 points)
and elevation error.

The results show that every design decision made in
TerrainNet is crucial for its performance. It also indicates
that improving depth prediction accuracy is an effective way
to improve the terrain model.

2) Pseudo-labeling: Since we train a pseudo-labeling model
to generate the semantic BEV labels for the unlabeled training
frames, we compare this scheme with two alternatives that do
not leverage pseudo-labeling: 1) using only labeled data (about
4500 training frames), and 2) using the whole training set but
not applying the semantic loss to unlabeled frames (note that
elevation loss is applied to every frame).

Table III compares the pseudo-labeling scheme with the two
alternatives on the validation set (we do not apply pseudo-
labeling to the validation set). Pseudo-labeling provides the
largest gain in semantic prediction (3.7 points) but at a
small cost in elevation accuracy. Tuning the weight between
the semantic and elevation loss can potentially mitigate this
problem, which we leave as future work.

3) Map size: We choose 50 m× 50 m maps for our main
comparison because the cameras on the vehicle are tilted
downwards such that the image content beyond 25 m gets
heavily compressed and all models struggle at larger maps.
Nevertheless, our model can scale to 100 m × 100 m maps
better than Lift-Splat-Shoot. In Table IV we compare Lift-Splat-
Shoot, TerrainNet, and TerrainNet-TA on 100 m×100 m maps
with RGB-D inputs.



mIoU ↑ Ground Elevation (MAE) ↓
No soft quantization 0.449 0.254
No z 0.451 0.628
No depth completion 0.432 0.314
Full model 0.469 0.244
Full model + GT depth 0.496 0.232

TABLE II: Ablation study with TerrainNet and RGB-D inputs.

Training data mIoU ↑ Ground Elevation (MAE) ↓
Only manually labeled 0.432 0.281
Manually labeled + All elev. 0.427 0.241
Pseudo labeled + All elev. 0.469 0.244

TABLE III: Effects of training data on the terrain modeling accuracy.

We see a similar trend in semantic accuracy: TerrainNet-TA
performs the best in semantic prediction. In terms of scalability,
TerrainNet is now 10× faster than LSS. TerrainNet projects
each pixel to one map location, so its projection procedure is
independent of map size.

C. Planning with TerrainNet

To show that the output of TerrainNet can be effectively used
by a planner for off-road navigation, we also ran experiments
with a planner in the loop.

Planner. We use MPPI [53], a sampling-based model
predictive control algorithm, as our planner as it is effective
for high-speed off-road driving [52, 53]. At each time step,
we perform 3000 rollouts with a kinematic bicycle model and
evaluate the cost of each rollout using the terrain features
along the trajectory, as described below. Then, we compute
the optimized control trajectory as a weighted average of
the rollouts, with the weights computed from the rollouts’
aforementioned costs.

Cost function. The terrain cost C of a trajectory τ is a sum
of costs evaluated at each state: C(τ) =

∑T
t=1 G(st)+M(st),

where T is the planning horizon, st is the planar vehicle state
(location on the map, velocity, and heading) at time step t,
G(s) is the distance from state s to some desired goal state,
and M(s) is the terrain cost at s.

The terrain cost M incorporates both semantic and geometric
information based on the capabilities of the vehicle. There are
several ways to do this. For the static comparative experiments
in Figure 8, we compute it as follows:

M(s) = cground
semantic + cceiling

semantic + celevation

cgroud
semantic = (1 + α1(hmax − hmin))γ

⊤
groundCground

cceiling
semantic = (1 + α2(hmin + hclearance − hceiling))γ

⊤
ceilingCceiling

celevation = β1θ
2
roll + β2θ

2
pitch,

where α1, α2, β1, and β2 are scalar tuning parameters, γground
and γceiling are tuning vectors of costs for each semantic class,
and θroll and θpitch are the estimated roll and pitch angles of
the vehicle based on the state s and the elevation map from
TerrainNet. The height multiplier for semantic costs helps
account for the fact that within any given semantic class,
larger obstacles tend to be less traversable. The elevation cost
penalizes large pitch and roll angles. Large pitch angles may
be too steep to ascend, whereas large roll angles may cause the
vehicle to tip over. These angles depend on vehicle heading

Method mIoU ↑ Ground Elevation (MAE) ↓ Time (ms) ↓
LSS 0.399 0.628 402
TerrainNet 0.419 0.586 39
TerrainNet-TA 0.464 0.622 42

TABLE IV: Results on 100 m× 100 m maps with RGB-D inputs.

Method Avg. HD ↓ Avg. CD ↓ Time (ms) ↓
SimpleBEV 2.837 0.404 113
LSS 2.760 0.387 207
TerrainNet 2.658 0.371 28
TerrainNet-TA 2.758 0.384 29

TABLE V: Planning evaluation with open-loop MPPI. Inputs are
RGB-D. We compute the Average symmetric Hausdorff Distance and
the Average Cost Difference between the optimized control trajectories
on the predicted and the ground-truth costmaps.

and can be computed using hmin (or hmax) at the locations of
the wheels.

For the real-world experiments (Figure 9), the terrain cost
incorporates more physics:

M(s) = v2cground
semantic + Clethal1[crollover > δ] (8)

crollover = |κv2 + g sin(θroll)|/ cos(θroll), (9)

where Clethal is the lethal cost, 1[·] is the indicator function, v is
vehicle velocity, κ is trajectory curvature, g is the acceleration
due to gravity, and δ is a tuning parameter depending on vehicle
geometry. Multiplying the semantic cost cground

semantic by v2 reflects
the fact that collisions are more dangerous at higher speeds.
crollover is the risk of rolling the vehicle based on speed, ground
slope, and how sharply the vehicle is turning.

Static planning comparison. First, we set up an experiment
on the validation dataset by running the MPPI planner on the
costmap computed from the output of TerrainNet and other
baselines (all with stereo inputs). The navigation task is as
follows: we choose 12 waypoints in front of the vehicle at a
distance of 25 m, spanning from −60◦ to 60◦. Then, we run
MPPI to plan a trajectory to each waypoint. Table V summa-
rizes the results, and Figure 8 visualizes example costmaps and
trajectories. We observe the same trend where TerrainNet with
RGB-D inputs performs the best. One interesting observation
is that TerrainNet-TA performs worse than TerrainNet. This is
likely caused by the planner being more sensitive to certain
terrain features than others, and that the vehicle mostly driving
forward (making history less useful). Currently, for generality,
we do not discriminate between different terrain classes, but
it would be beneficial to weigh their influence on planning
during training. We leave this as future work.

Real-world navigation. TerrainNet has been integrated with
an off-road autonomous driving stack and tested in real-world
environments. Limited by the season, we tested TerrainNet in
an off-road environment covered with deep snow and steep
slopes. Since our dataset does not contain snow, we annotated
15 LiDAR scans with snow and finetuned our model with an
updated ontology (including snow and snow trail). Figure 9
(best viewed zoomed in) shows sample costmaps, elevation
maps, and planner output from an autonomous run. The system
completed a 1.1 km run with a maximum speed of 7 m/s
(average of 3.2 m/s) with two human interventions. The
interventions were mainly due to errors in odometry from
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Fig. 8: Visualization of MPPI control trajectories on two different terrains. Green arrow indicates vehicle’s heading. Brighter areas correspond
to higher costs. All models use RGB with stereo depth. Top: On-trail driving. The trajectories may go through non-lethal vegetation but do
avoid the tree on the front left of the vehicle. Bottom: Driving in a steep valley. Due to the steep slopes, the trajectories should stay in the
valley. We do not visualize the elevation cost here due to its dependence on vehicle heading.

Fig. 9: Qualitative results from a closed-loop real-world experiment. Each figure shows the front RGB camera (non-rectified), elevation map
(showing hmax), and semantic costmap (showing csemantic). Overlaid on the semantic costmap, the red line shows the direction of the goal point,
and the green line shows the local plan. From the left: (1) Driving on a trail with a hill to the left side. Note that the trail is lower cost, so
the local planner moves faster (as shown by the long green line). (2) Driving off trail up a hill. Note that the tall bushes on the left are very
high cost. (3) Driving uphill with many wheel slips on the snow. The costmap and elevation map are “smeared” along the direction of
travel, which highlights a limitation of temporal aggregation when odometry is poor. (4) Approaching a steep downhill slope. Although the
slope itself is not yet directly visible, TerrainNet predicts a steep elevation map. The local planner slows down to reduce the risk of rollover.
(The high-cost straight line through the costmap is a manually GPS-specified keep-out zone to mark the location of a nearby fence.)

wheel slips. TerrainNet ran at 20 Hz onboard the vehicle. Due
to additional overhead from the system, TerrainNet provided
map updates at 10 Hz. See the website for more details.

VII. DISCUSSION

LiDAR point density. One question a reader may ask is
whether increasing the number of LiDARs is sufficient for
building a dense map at high speed. While more LiDARs
increase the point density, it also increases the cost of the
system. Compared to typical deployment scenarios where
robots may only have one LiDAR, cameras provide much
higher pixel density at a lower cost. Cameras also provide
additional advantages such as higher reliability, stealth, and
being less affected by dust. Nonetheless, it would be interesting
to compare LiDAR-based mapping and camera-based mapping
in challenging environments.

Limitations. While TerrainNet predicts high-fidelity terrain
semantics and elevations, it has several limitations to be
addressed:

• It may not generalize well to an environment that is
substantially different from the training environments. This
is common in learning-based systems. To improve the
generalization, we can increase the diversity of the datasets
and apply domain adaptation techniques.

• It may miss fine-grained features such as small, lethal
rocks. Due to hardware limitations, the cameras are

not precisely synchronized with the LiDARs (note that
LiDARs are used to generate training data). Hence,
there exists a small but noisy misalignment between
the projected camera features and the ground-truth maps.
This makes it harder for the model to learn fine-grained
details of the terrain. To address this, we can improve the
sensor alignment and make the model less sensitive to
the localization error of small objects.

• TerrainNet does not predict uncertainty. This can lead
to dangerous behaviors, such as the model predicting
the other side of a cliff as a ramp. We can incorporate
uncertainty estimation or risk assessment as done by Cai
et al. [8] and Fan et al. [15] to make the model risk-aware.

VIII. CONCLUSION

In this paper, we designed and implemented TerrainNet, the
first off-road, camera-only perception system for joint BEV
semantic and geometric terrain mapping. We demonstrated
TerrainNet’s accuracy and efficiency in terrain perception and
successfully deployed the model as part of a navigation system
for a variety of challenging off-road environments. In future
work, we aim to include uncertainty estimates in the output,
learn costmaps directly from expert demonstrations to remove
manually engineered cost parameters, and more effectively
leverage unlabeled data for learning.
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