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Figure 1   Situations in a shop 

Spatial Formation Model for Initiating Conversation 

 
Abstract— In a situation where a robot initiates conversation with 

a person, when is the appropriate timing and where is an 

appropriate position from which to say the first greeting word? 

In this study, we analyze human interaction and establish a 

model for a natural way of initiating conversation. The model 

mainly concerns the participation state [1] and spatial formation 

[2]. When a person is going to participate in a conversation, at a 

moment when a particular spatial formation occurs, she would 

feel that she is participating in the conversation; once she 

perceived her participation she would try to maintain particular 

spatial formations. There are theories in human communication 

for these concepts [1, 2], but they only cover the situation after 

people have started to talk. We build a model that precisely 

describes the constraints and expected behaviors for the phase of 

initiating conversation. The proposed model is implemented in a 

humanoid robot, and it is confirmed as effective in an evaluation 

experiment based on a shopkeeper scenario. 

Keywords-Behavior modeling; initiation of interaction; natural-

HRI 

I.  INTRODUCTION  

How do you meet someone and start a conversation? This 
might be a trivial problem for a person; however, it is not at all 
trivial for a robot. In a typical situation, one would stop at a 
certain position toward the target person, speak a greeting 
word, and find that they are engaging in a conversation. We 
can easily do this almost unconsciously. What we, as humans, 
would consciously think about would be the contents of the 
conversation once it had started. 

In contrast, for a robot it is difficult to replicate what 
humans unconsciously perform. It needs to know every detail 
of behavior, such as where and when it should stop, and what 
it should say; but since we do this unconsciously, it is not easy 
to describe the details of what we are doing. For instance, let 
us consider a situation in a shop (Fig. 1), where a visiting 
customer is visiting has an appointment with a salesperson 
robot to get an explanation of a product. The customer might 
wait for the robot at the entrance while paying attention to the 
direction from which the robot is coming (Fig. 1a), or perhaps 
he might look at a product displayed in the shop (Fig. 1b). The 
expected behavior for the robot is apparently different in each 
situation, but what is the basis for generating the expected 
behavior for each situation? 

In this study, we focus on the initiation of participation in 
natural human-robot interaction. Clark modeled human 
communication based on the notion that people in a 
conversation share the view for each other’s participation state 
[1], such as a speaker, hearer, and side participants. Kendon's 
analysis on spatial formation, known as F-formation, overlaps 

this view so that the participants in a conversation form a 
particular shape [2]. Researchers in HRI well recognize the 
importance of the participation state and spatial formation [3-
6]; however, no study has revealed how a robot should behave 
to different kinds of initiation interaction depending on the 
situation (which we refer to as initiation of participation). In 
short, the above examples of the problem in Fig. 1 have not 
yet been solved. 

To cope with this problem, we analyzed human behavior 
during the initiation of participation. It informs us of the 
importance of two functions in our model: 

 recognition of the interlocutor’s spatial formation 

 constraints on the robot’s spatial formation to 
maintain the participation state 

We implemented a model with these two functions and 
demonstrated the effectiveness with an evaluation experiment. 

II. RELATED WORKS 

A. Natural HRI and Engagement 

It is assumed that social robots may engage in “natural” 
interaction with humans, i.e., interaction in the same way as 
humans do with other humans. The use of human-like body 
properties for robots has been studied for providing greater 
naturalness in the interaction. Often, studies have focused on 
the interaction after robots meet people. For instance, studies 
have been conducted on the use of pointing gestures [7, 8] and 
gaze [9-12].  

Similar to the concept of initiation of participation, 
researchers have studied the phenomenon of engagement. 
Engagement is a situation where people listen carefully to an 
interlocutor’s conversation. A model has been developed for 
robots’ gaze behavior [6] as well as people’s gaze behavior for 
recognizing the engagement state [13, 14]. 

The major difference between the participation state and 
engagement is that the latter addresses a phenomenon 
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(a) Shop scenario 

  

  
(b) Meeting scenario 

Figure 2 Examples of initial positions in two scenarios 

occurring after people and robots have established a common 
belief that they share the conversation. In contrast, the 
phenomenon of initiation of participation, which this study 
addresses, concerns the situation before or just at the moment 
that they establish the common belief that they are sharing a 
conversation. 

B. Initiating Interaction 

In human communication studies, there are not many 
studies about how humans initiate conversation beyond the 
basic facts that they stop at a certain distance [15], start the 
interaction with a greeting [16, 17], share a recognition of each 
other’s participation state [1], and arrange themselves in a 
spatial formation [2]. Recent studies have started to reveal 
more detailed interaction, e.g., side participants stand close to 
the participants and often become the next participant [18], but 
this new knowledge has so far been limited. 

In HRI, spatial formation has been studied in relation to 
initiating interaction. Michalowski et al. revealed the relation 
between the robot’s environment and the person’s 
participation state toward the interaction [4]. Hüttenrauch et al. 
found that people follow an F-formation in their interacting 
with robots [19]. Kuzuoka et al. studied the effect of body 
orientation and gaze in controlling the F-formation [3]. There 
have also been studies on generating more natural robot 
behavior, such as the approach direction [20] and path [21], 
the standing position [22], passing behavior [23], and 
following behavior [24]. A few studies have attempted to 
promote people’s participation by such means as encouraging 
behavior [5, 25] and detecting request behavior [26]. However, 
these studies were aimed at encouraging people’s participation, 
and thus they do not show how robots should behave in the 
initiation of participation. 

III. MODELING INITIATION OF PARTICIPATION  

To find regular patterns in people’s behavior at the 
moment of initiation of participation, we observed two 
persons’ interaction when they started conversation. We 
specifically focused on their spatial formation and gaze, which 
have been discussed as important factors in the literature on 
human communication [27]. 

A. Data collection 

The data collection was conducted in two different settings, 
shop and meeting scenarios, to find consistency and difference 
across different purposes and environments. In each scenario, 
we set up a situation where one person initiated conversation 
with the other. Here, we assumed that whether a participant 
plans to explain some object or show the way after the initial 
greeting will somehow influence how that person behaves in 
the initiation of participation. Based on this assumption, we 
divided each scenario into two situations. 

Shop scenario: This interaction was conducted in a 5 m x 5 
m room in which four objects were placed (Fig. 2a). One 
person behaved as a visitor who was waiting in the shop, and 
the other person behaved as a host (a clerk) who greets the 
visitor and either (1) offers a service or (2) explains products. 

Meeting scenario: This interaction was conducted in the 
lobby (4 m x 10 m) of a research institute (Fig. 2b). One 
person behaved as a visitor, and the other behaved as a host 
who meets the visitor and either (1) offers help or (2) takes the 
visitor to another location. 

We set the initial position of the host to be out of sight 
from the visitor, and then the host entered to the environment 
to initiate conversation. With this setting, we were able to 
observe how they behaved both non-verbally and verbally to 
initiate a conversation.  

Twenty paid undergraduate students (ten pairs, eleven men 
and nine women) participated in this data collection. They 
repeated each scenario ten times (after five trials, they switched 
roles, so each participant acted in one role five times in one 
scenario). We asked the visitor to position himself/herself 
differently every time so that we could collect diverse data. 
Beyond this instruction, the participants were instructed to 
behave freely. 

B. Data analysis 

Participants took diverse spatial formations and behaviors 
when they initiated conversation. For example, some hosts 
moved straight to the visitor and greeted the visitor saying, 
“Welcome, may I help you” in the central area; some moved 
to the side of the visitor and only spoke the first word when 
they reached a close position to the visitor. Aiming to retrieve 
a systematic pattern in such an initiation of participation, our 
observation focused on the position and timing of the host’s 



 
(a) From front direction                   (b)  From non-front direction 

Figure 4   Detailed analysis of initiation position in without plan 

TABLE 1   DATA ANALYSIS RESULT 

Next Plan Visibility 

Initiation position 

 Closest 

position 

Location where next 

target is visible 

With plan  
Not notice 11 47 

Notice 39 3 

Without plan 
Not notice 55 - 

Notice 45 - 

 

 

  
(a) initial setting         (b) without a next plan       (c) with a next plan  

Figure 3   Influence of further plan in initiation position 

 performance, i.e., (1) where to initiate participation (initiation 
position), and (2) when to initiate participation (initiation 
timing). 

In preliminary analysis of how the host behaved, we found 
that their choice of initiation position was influenced by 
whether they had a next plan, such as "guiding the visitor to a 
different location". Figure 3 shows an example. As shown in 
Fig.3 b, when a host only needed to greet the visitor, he 
typically went directly to the visitor; but when he needed to 
introduce a computer P3 to the visitor, he tended to go to a 
position at which the computer P3 would be visible to both of 
them. We defined the former case as without plan and the 
latter case as with plan. We also found that their choice of 
initiation timing was influenced by whether the visitor noticed 
the host’s arrival. It is intuitive that when the visitor notices 
the host, the host makes greeting immediately. 

To confirm the relationships among three key factors, we 
coded the situation. We defined the following categories and 
analyzed the moment when the host initiated the conversation: 

1. Next Plan 

・With plan: The host had a next plan to explain a product 

to the visitor (in shop scenario) or to take the visitor to 
another location (in meeting scenario). 

・Without plan: The host did not have such a further plan 

but only aimed to talk with the visitor. 

2. Visibility 

・Notice: Before the host began to make an utterance to 

initiate participation, the visitor realized the host’s arrival 
first and looked at him/her. 

・Not notice: The visitor did not notice the host’s arrival 

before the host initiated the participation.  

3. Initiation Position (analyzed for with plan cases) 

・Closest position: The host went directly to the visitor. 

・Position where next target is visible: The host went to 

the position where the next target (e.g., product or a 
route for the next location) would be visible to them. 

Whether the host had a next plan was provided by the 
participants at the data collection. Regarding visibility and 
initiation position, two coders conducted coding process, 
classifying all the data into the above defined categories. 
Cohen’s Kappa coefficient from the two coders’ classification 
was 0.82 for visibility and 0.87 for initiation position, 
indicating that their classification were highly consistent. 

The coding result is shown in Table 1, which confirms our 
observation. We found that when the visitor hadn’t noticed the 
host’s arrival while the host had a next plan, the host tended to 
choose the position by considering the next plan (47 cases out 
of 58). The host always moved to the closest position to greet 
to the visitor when he don't have next plan, as in the coding 
coders did not find any exception. Moreover, the host tended 
to greet the visitor immediately when the visitor noticed to 
him/her, and when not noticed, the host typically approached 
close to the visitor. Even if he has the next plan the host 
greeted to the visitor when notice, thus he/she could hardly 
have a chance to adjust his/her position for the next plan (39 
out of 42). In summary, we found that the choice of initiation 
position was influenced by whether the host had a further plan 
to explain something to the visitor. However, the choice of 
timing takes precedence: If the visitor notices the host, the 
host initiates the conversation immediately. 

We further analyzed the detailed parameters of the spatial 
formation. In the notice category, we found that the distances 
at which they started to greet were different between the two 
scenarios. In the shop scenario, the largest distance was about 
2.5 m (even if they noticed each other at a distance farther 
than 2.5 m, they did not make an utterance until they reached 
this distance threshold), while in the meet scenario the farthest 
distance was about 8 m. Thus, we considered this parameter 
situation-dependent (or environment-dependent). 

Regarding the initiation position and the words they utter 
when they start, as shown in Fig. 4a, when the host came from 
the front direction to the visitor, he/she typically greeted the 
visitor from a distance of about 2 m. The host kept walking 
toward the visitor while greeting until he/she got nearer to the 
visitor within about 1.5 m. This type of interaction happened 
across an angle within 120 degree from the front, and thus we 
considered 120 degree the threshold of the front of the visitor. 



 
Figure 6 Flow of initiating conversation 

 
Figure 5   System configuration 

 

As shown in Fig. 4b, when the host came from a non-
frontal direction, he tended to stop near the visitor within a 
distance of about 1.5 m in the visitor’s field of view and say an 
utterance like “Excuse me” to first draw the visitor’s attention, 
and then he greeted the visitor. Here, by our observation, a 
visitor’s “field of view” is about 270 deg. in front of the 
visitor’s body. 

We found that the utterances the host used to initiate the 
conversation were influenced by the participation state of the 
visitor. When the visitor noticed the host’s arrival, the host 
greeted the visitor with an expression like “Welcome.” It 
seemed as if they had already reached an agreement to 
participate in the conversation. We named this mental 
agreement as the participation state. When the host initiated 
the conversation from a position to the side of the visitor 
without meeting gaze each other, the host needed to first draw 
the visitor’s attention. This situation can be considered the 
visitor not participating in the conversation. 

We found that the above phenomena were common to both 
of the scenarios, except for the threshold distance when they 
start conversation. We concluded that the basic phenomena in 
initiating conversation were common among scenarios and 
environments. 

IV. A ROBOT THAT  ADDRESSES INITIATION PROCESS  

We implemented the model in a robot so that it 
appropriately addressed initiation of participation, i.e. 
choosing appropriate position to start talking with appropriate 
timing. 

A. Hardware 

We used a humanoid robot that is 1.2 m tall with a 0.3 m 
radius and characterized by its human-like body expressions. 
It has a 3-DOF head and 4-DOF arms. Its mobile base is 
wheel-based. 

Since our research focus is to confirm the validity of the 
model, we used a motion capturing system as the sensor input. 
The motion capturing system acquires body motions and 
outputs the position data of markers to the system. It outputs 
the data in real-time with a 100-ms output cycle, and the error 
is less than 2 mm. 

There were 23 markers on the human’s body and on the 
robot’s body, and 4 markers were attached to each product. 

B. General Framework 

Figure 5 shows an outline of our framework. There are 
three components: a humanoid robot, a motion capturing 
system, and a robot controller (software).  

The spatial formation recognition uses input from the 
motion capturing system and recognizes the spatial formation. 
The state controller receives the information from spatial 
formation recognition, and sends the state information to the 
spatial formation controller, utterance controller and gesture 
controller. 

Figure 6 shows a robot’s flow for initiation of 
participation. There are two paths until the start of 

conversation. In one case, it is the robot that initiates 
participation. It approaches, stops at appropriate position 
(proactive adjustment of spatial formation), and with a draw 
attention action it elicits the customer to participate to the 
conversation. 

In the other case, it is the customer who initiates the 
conversation. That is, while the robot is moving to a certain 
position (for proactive adjustment of spatial formation), the 
customer takes an action to initiate the conversation. Thus, the 
customer’s participation state transitions to participating first, 
and then the robot adjusts its spatial formation to be 
appropriate for the participation state. In this case, it performs 
a reactive adjustment of spatial formation. 

C. Status 

There are three state variables involved in the 
implementation. 

 Partner’s participation state 

This state variable indicates an estimation of whether the 
partner perceives that he/she is participating in the 
conversation. 

 Robot’s participation state 

This state variable indicates whether the robot is 
considered to be participating. This state is expected to match 
the partner’s participation state. Thus, when these states 
mismatch, the robot should immediately try to resolve the 
conflict. The opposite case could happen where the robot is 
already participating (e.g., greeting the partner) but the partner 
is not yet participating (e.g., not recognizing the robot’s 
presence or ignoring its greeting). 

 Partner’s focus of attention 

This state variable represents an estimation of whether the 
partner is paying attention to an object. 



 
Figure 9 Reactive adjustment of spatial formation 

  
(a)   gaze zone 

     
(b)    sight zone                    (c)  front zone 

Figure 8   Participation zone 

 
Figure 7    Transactional segment 

D. Recognition 

There are mainly two types of estimation conducted by 
interpreting spatial formation (including a gaze).  

 Estimation of the partner’s focus of attention 

We used a method reported in [22], which identifies an 
object in transactional segments as the focus of implicit 
attention. A person’s transactional segment is defined as the 
space in front of a person when there is no obstacle between 
him/her and the object. When the angle between the forward 
direction of the people’s body and the vector from the people’s 
body center to an object is less than 90 degrees, and the 
distance between the people and the object is less than 2 m, 
the object is identified as the people’s implicit attentional 
target (Fig. 7). 

 Method of estimating participation state of the 
partner and the robot  

Estimation of the participation state is the key component 
of this study. From our observations of human interaction, we 
found that (a) people initiated conversation when their gaze 
met within a certain distance, and (b) people initiated 
conversation inside the partner’s field of view within a certain 
distance when the partner didn’t notice the other’s arrival. 
From these observations, we hypothetically developed the idea 
of a participation zone. It consists of three parts: gaze zone, 
sight zone and front zone. Gaze zone is a space established by 
one’s gaze; if two people were both in each other’s gaze zone 
(gazes meet), they would perceive an obligation to participate 
in a conversation. Sight zone is a space established by one’s 
sight; if one person wanted to initiate the participation with 
someone, he must enter the partner’s sight zone first. Front 
zone is a space established in front of a person; if people enter 
the partner’s sight zone and keep the partner in his own front 
zone, he would perceive an obligation to participate in a 
conversation. When both people enter each other’s front zone, 
they would both perceive an obligation to participate in a 
conversation. 

As reported in section 3, the length of the gaze zone is 
changeable according to the environment (in the evaluation 
experiment, we set it as 2.5 m according to our observations). 
Figure 8a illustrates the gaze zone. Gaze zone is set to a 30-
degree cone-shaped area in front of a person’s (or robot’s) 
head within a changeable distance.  

We set up the precise parameters to define the sight zone 
from our observation results, and thus the zone was set to a 
270-degree fan-shaped area in front of the body of a person (or 
robot) within a 1.5-m distance (Fig. 8b). 

 We also set up the precise parameters to define the stable 
zone from the personal distance [15], observations reported in 
section 2, and preliminary tests. The zone was thus set to a 
120-degree fan-shaped area in front of a person (or robot) 
within a 2-m distance (Fig. 8c).  

 When these conditions are satisfied, the participation state 
transitions from not-participating to participating. However, 
this is not true for the opposite; the transition of the 
participation state from participating to not-participating 

needs verbal interaction, and thus it is not controlled in this 
estimation module. 

E. Spatial Formation Control 

A conversation is always carried out when both people 
perceive themselves to be participating in it. When a robot 
intends to initiate conversation with a visitor, the most 
important thing is to ensure that both the visitor’s and its own 
participation state are participating. We created a spatial 
formation controller to control the robot’s position and 
orientation in order to achieve this.  

From our observations of human interaction, we found 
that: (a) The host kept facing the visitor and gazing at him 
within a certain distance when the visitor was participating; 
(b) When the visitor was not participating in the conversation, 
people always went to the position from where they could 
easily explain the target product or direction to the visitor if 
necessary. Thus, we created two models to control spatial 
formation. 

a) Reactive adjustment of spatial formation 

When the customer is participating in the conversation, the 
robot not only needs to participate in it immediately but also 
needs to get closer to the customer and turn to her. We define 
this adjusting of position and orientation as Reactive 
adjustment of spatial formation. When the customer is 
participating in the conversation, the robot should start this 
adjusting at once despite its former plan. There are three rules 
for the Reactive adjustment of spatial formation (Fig. 9): 



 
Figure 10   Proactive adjustment of spatial formation 

1) The robot should be at a position that keeps itself in 
the sight zone of the visitor. 

2) The robot should be at a position that keeps a 
distance of 1.1 m (used successfully in [23]) to 1.5 m 
(retrieved in our observation) with the visitor. 

3) The robot should not turn to other orientations. It 
must keep facing the customer to keep participating. 

b) Proactive adjustment of spatial formation 

When neither the visitor nor the robot is participating in 
the conversation, the robot should approach the customer first. 
Through our observations we found that host tended to 
approach the visitor while considering whether he had a 
introduction plan. Since at this time the robot has the freedom 
to choose the location, we define this approach as a Proactive 
adjustment of spatial formation. There are two rules for the 
Proactive adjustment of spatial formation (Fig. 10): 

1) The robot needs to go into the visitor’s front zone 
when coming from front. Otherwise, it only needs to go into 
the visitor’s sight zone and keep a certain distance (1.1-1.5 m).  

2) When the robot had a navigation plan, besides the 
first rule, it should also keep the target object (or direction) 
visible to both the visitor and itself in order to explain the 
target comfortably. In this paper, we set this as follow: the 
target should be in the field of view (set as 270 deg. by our 
observation) of both the visitor and the robot. 

F. Utterance and Gesture Control 

We prepared a simple utterance controller for controlling 
the robot’s utterances. There are four contents: greeting, draw 
attention, guide, and explanation. A human developer pre-
writes the sentences and the robot automatically uses them 
according to information from the state controller. The robot 
will choose to greet to the customer when both of their 
participation-states are participating and to draw attention 
when only the visitor is not participating. When both of them 
are participating in the conversation, if the visitor is paying 
attention to the target product, the robot will explain it, or it 
will guide the customer to the product first. 

The gesture controller accepts two types of input. One is 
from the state. When the state is participating, this controller 
makes the robot maintain eye contact or joint attention with 
the customer. It also receives input from the utterance 
controller to synchronize its pointing gesture with an utterance. 

V. EVALUATION EXPERIMENT  

We conducted an experiment to verify that our proposed 
model is useful for an information-presenting robot. 

A. Scenarios 

The experiment was conducted in a lab room, under the 
assumption that it was a small computer shop. There were 
three products in place (Fig. 1). A customer who visits this 
shop has an appointment with a salesperson robot to receive an 
explanation of one of the products. When he visits the shop, he 
freely waits for the salesperson robot to come. Then, when the 

robot arrives, they meet and initiate conversation. Finally, the 
robot explains the product. This setting is intended to place the 
focus of the evaluation on the interaction for initiating 
conversation. 

We instructed participants to evaluate the interaction of the 
robot from the standpoint of a shop owner, who would choose 
one robot from candidates. They are asked to play the role of a 
customer in various ways so that they could fully judge the 
appropriateness of the behavior of each robot. 

B. Conditions 

The proposed model is compared with two alternative 
methods, which do not use the knowledge proposed in the 
paper but try to use other existing knowledge to provide the 
best interaction in the scenario. 

a) Proposed Method (Proposed): The robot behaved 
based on the proposed model. 

b) Always greet and guide (Guide): In this strategy, 
although the robot doesn’t have a complicated model for the 
initiation of conversation, it behaves as politely as possible. It 
first tries to go to a location that is an appropriate distance for 
greeting the customer and then asks the customer to look at the 
product. It next goes to the location that is best for explaining 
the product, i.e., the location based on O-space, and explains 
the product. 

c) Always start the interaction at the best location 
for explaining (Best-location): In this strategy, the interaction 
is designed to be as simple and quick as possible. Thus, when 
the robot finds a customer, it immediately stands at a location 
that is appropriate for explaining the product and starts to talk. 

C. Procedure 

A total of 15 native Japanese-speaking people (7 men, 8 
women, average age: 27) participated in the experiment, for 
which they were paid. 

The experiment was conducted in a 6 m x 10 m room. Due 
to the visibility of the motion capturing system, the experiment 
area was restricted to a 3 m x 4.5 m area. We used the robot 
and motion capturing system described in section 3. 

In the experiment, participants first put on the markers of 
the motion capturing system, and an experimenter calibrated 
the motion capturing system. 

Then, the scenario and instructions were provided to the 
participants. They were asked to evaluate three types of robots, 
as if they were the owner of the shop. Our intention was to let 
them evaluate various spatial formations for initiating 



 
Figure 11 Overall evaluation  
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conversation, as each method would have its strengths and 
weaknesses. 

For this purpose, they were asked to simulate the behavior 
of various types of customers, such as one who waits in front 
of the product and one who waits at the store entrance. 
Specifically, they were instructed to pretend to be five types of 
customers and to interact with a robot as each customer type, 
thus participating five times for each condition. In each 
condition, after interacting with the robot five times, 
pretending to be various types of customers for each 
interaction, they filled out a questionnaire designed for rating 
their impressions. 

The experiment used a within-subject design and the order 
of conditions was counterbalanced. 

D. Mesurement 

We asked participants to fill out a questionnaire for each 

condition (i.e., after five interactions). The measurement 
was a simple rating on a Likert scale of 1 to 7. The 
questionnaire had the following items: 

 Appropriateness of the standing position when the 
robot greeted the customer 

 Appropriateness of the standing position when the 
robot explained the target product 

 Overall evaluation: How good or bad the 

participant thought the robot was 

E. Hypothesis and Prediction 

As discussed, we believe that it is important to be aware of 
the interlocutor’s participation state, which is estimated from 
the spatial configuration. Also, it is important for the robot to 
behave while considering the constraints for maintaining the 
participation state. While two of the methods try to make 
interaction natural and good, they lack the above points, which 
are implemented in the proposed method. Thus, our hypothesis 
states that if we were successful in implementing our ideas, 
the proposed method would produce the most appropriate 
interaction. Based on this consideration, we predicted the 
following: The proposed method will outperform the other two 
methods for the overall evaluation. 

F. Results 

Verification of prediction: For the overall evaluation 
score (Fig. 11), a repeated measures ANOVA was conducted. 
A significant main effect was found (F(2,28)=9.125, p=.001, 
partial η2 = .395). Multiple-comparison with the Bonferroni 
method revealed that the score for the proposed condition is 
significantly higher than both guide (p=.021) and best-location 
(p=.002) conditions. No significant difference was found 
between guide and best-location conditions (p=.5). Therefore, 
our prediction was supported. 

Analysis of details: To analyze the source of the 
difference, other scores were analyzed. For “appropriateness 
of standing position when it greeted” (Fig. 12), a repeated-
measures analysis of variance revealed a significant main 
effect (F(2,28)=4.697, p=.017, partial η2=.251), but multiple-

comparison with the Bonferroni method only showed non-
significant or almost-significant differences (proposed vs. 
guide: p=.706, proposed vs. best-location: p=.058, and guide 
vs. best-location: p=.199). 

For “Appropriateness of standing position when it 
explained the target product” (Figure 13), a repeated-measures 
analysis of variance revealed a significant main effect 
(F(2,28)=9.126, p=.001, partial  η2=.395). The Bonferroni 
method showed a significant difference between the proposed 
and best-location methods (p=.003), while other comparisons 
were not significant (proposed vs. guide: p=.209, and guide vs. 
best-location: p=.111). 

In summary, the proposed system was evaluated as the 
best method overall among those compared. The effect of the 
proposed system in the overall evaluation could be partially 
explained by the difference between the proposed and best-
location conditions in the appropriateness of the standing 
position when the robot explained the target product; however, 
this does not account for the difference between the proposed 
and guide conditions. Participants would perhaps perceive the 
merit of the proposed method in other factors such as the 
appropriateness of timing or adequateness of behavior rather 
than the standing positions. 

VI. DISCUSSION 

A. When will this Capability be used? 

We believe that the capability of a robot to naturally 
initiate conversation is one of the major capabilities to be 
implemented in future social robots. Although in many other 
research projects it is assumed that people and robots have 
already met and started interaction, in the real world this is not 
generally the case. Or, perhaps at an early deployment phase 
robots might not need to initiate interaction by themselves, as 
people would be interested in novel robots and walk over to 
the area in front of the robot. In such a case, robots don’t need 
to know the constraints of spatial configuration in the 
initiation of interaction. 

In contrast, when robots actually start to work in the real 
world without attracting so much curiosity, people will often 



not initiate interaction by themselves. In such a case, robots 
often fail to initiate interaction [21]. This will be more serious 
if the robot has a concrete role, e.g., shopkeeper, while 
working in our future daily lives. The shopkeeper scenario 
used in this study is one of the future situations where a robot 
is expected to take such a role. There are many other situations 
where a first meeting is involved, such as the role of a tour 
guide in a museum, a shopping assistant, and nursing care in a 
hospital, all of which have been considered applications of 
social robots in past research. 

B. Limitations 

The proposed model was tested in a specific scenario, so 
its generalizability is limited. It is possible that context affects 
the preference of a robot’s behavior. For example, in a busy 
business scenario, the condition of always start interaction at 
the best location to explain would work better than the 
proposed model. We believe that our shopkeeper scenario is 
rather neutral, so it could reflect interaction in many daily use 
scenarios, but this needs further verification. 

The parameters in our model deal with Japanese people 
and our own robots. Therefore, when it is adapted, one would 
need to consider adapting parameters. For instance, the height 
of the people and robots would affect the distance parameter in 
the model. 

VII. CONCLUSION 

We studied natural interaction at the moment of initiating 
conversation. In a shopkeeper scenario where a salesperson 
meets a customer, we modeled natural human interaction. The 
model was implemented in a humanoid robot and tested with 
an evaluation experiment. We compared the proposed model 
with two baseline models. From the experiments’ results, the 
proposed model was evaluated as the best.   
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