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Abstract—In this work we present a planning and control
method for a quadrotor in an autonomous drone race. Our
method combines the advantages of both model-based optimal
control and model-free deep reinforcement learning. We consider
a single drone racing on a track marked by a series of gates,
through which it must maneuver in minimum time. Firstly we
solve the discretized Hamilton-Jacobi-Bellman (HJB) equation to
produce a closed-loop policy for a simplified, reduced order model
of the drone. Next, we train a deep network policy in a supervised
fashion to mimic the HJB policy. Finally, we further train this
network using policy gradient reinforcement learning on the full
drone dynamics model with a low-level feedback controller in
the loop. This gives a deep network policy for controlling the
drone to pass through a single gate. In a race course, this policy
is applied successively to each new oncoming gate to guide the
drone through the course. The resulting policy completes a high-
fidelity AirSim drone race with 12 gates in 34.89s (on average),
outracing a model-based HJB policy by 33.20s, a supervised
learning policy by 1.24s, and a trajectory planning policy by
12.99s, while a model-free RL policy was never able to complete
the race.

I. INTRODUCTION

In this paper, we build a deep Reinforcement Learning
(RL) policy from a model-based optimal control policy for
application to real-world robotics tasks. Our method seeks
to combine the best attributes of both model-based optimal
control and model-free RL. We demonstrate this method
specifically in the context of autonomous drone racing, a
problem involving complex nonlinear dynamics, and where
computational speed is essential in order to produce a safe and
fast racing policy. Specifically, we solve the Hamilton-Jacobi-
Bellman (HJB) partial differential equation for a reduced order
drone model to get a feedback policy for drone racing. We then
use the HJB policy to train a supervised network to imitate
this HIB policy. This network then serves as an initialization
for a policy gradient RL method, which uses roll-outs from a
full drone dynamics simulation (including drag and a low-level
feedback controller) to improve the racing policy. We call the
network resulting from this multi-stage training pipeline an
HIB-RL policy. Fig. [I] shows HJB-RL in action in a drone
race simulated in AirSim.
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Fig. 1. A drone using our HIB-RL policy is shown traversing a gate in a
simulated race in AirSim. Our HIB-RL policy initializes policy gradient RL
with a model-based HJB policy, leading to a combined policy that significantly
outperforms either HIB or RL on its own, and also outperforms an MPC policy
based on trajectory optimization.

The motivation for this multi-stage training pipeline is
to leverage the benefits of each component method. HIB
methods require discretizing the state space to numerically
solve a partial differential equation (PDE). These methods give
discrete approximations to the optimal feedback policy, which
can be queried online with minimal computation. However,
these methods only give solutions on a restricted subset
of the state space and are limited to low-dimensional state
spaces. The coarse state space discretization and low state
space dimensionality make HIB methods impractical for high-
dimensional robotics problems. Conversely, a deep network
can represent a policy over a large region of the state space
and can apply to high-dimensional systems, but training that
policy through reinforcement learning may take a large number
of simulation rollouts, and may never result in an adequate
policy without a good initialization. Indeed, in our drone
racing example, we were not able to train an adequate policy
from scratch with the policy gradient RL method regardless
of the training time or number of rollouts.

Our proposed training pipeline bridges these two methods,
providing superior performance to either one alone. We train
the RL policy from roll-outs starting within a small region
of the state space where the HIB policy performs well. We



then expand this region over sequential training epochs to
encompass an ever increasing region in the state space. We
train the RL policy specifically for a drone to pass through a
single gate, then complete a full race by applying the policy
successively one gate at a time until the race is complete.
Furthermore, we show how to adapt the policy trained with
fixed gate dimensions to suit gates of arbitrary dimensions
through a fast, online re-scaling procedure. We assume the
relative pose between the drone and the gate is known, or can
be measured accurately on-line through an existing perception
stack, for example, the ones in [13} [14]. In future work, we
will consider including unknown gate pose within RL training
to produce an end-to-end deep racing policy.

In an ablation study, we show that our HIB-RL policy
strongly outperforms other policies derived from any subset
of the stages in our pipeline. We compare performance in a
high-fidelity, 12-gate drone race in AirSim, competing against
a model-based HJB policy, a supervised network policy trained
from the HJB policy, and a standard policy gradient RL policy
produced without our HJB initialization. We also compare
against a baseline Model Predictive Control (MPC) trajectory
planning policy. We find that our HIB-RL policy completes
the race in 34.89s (on average), which is 33.20s faster that the
HIJB policy alone, 1.24s faster than the supervised learning
policy, and 12.99s faster than the baseline MPC policy. By
contrast, we were not able to train a standard policy gradient
RL to complete a single race.

We discuss related work in Sec. [[ll and formalize the drone
racing problem in Sec. We introduce our HJB-RL pipeline
in Sec. discuss the low-level controller in Sec. [V] and
describe our simulation results in Sec. Finally, we give
conclusions in Sec. [VII]

II. RELATED WORK

Our work brings together methods from both model-based
optimal control and deep RL. Both of these approaches,
in various forms, have been applied to autonomous drone
racing, as well as to many other problem in robotics. Within
optimal control, one can consider methods based on trajectory
optimization, versus methods based on solving the Hamilton-
Jacobi-Bellman equation. We review the literature in each of
these areas below.

Trajectory optimization methods, which plan paths online
repeatedly in a Model Predictive Control (MPC) loop, rep-
resent the standard method in motion planning for drones
[25} 126, (15} 2} |20]], and are common in many other problems in
robot motion planning. These are the most common methods
in autonomous drone racing [[13} [14} 32 135], however they
suffer from requiring significant online computation, which
leads to slower, less reactive policies. In this work, we show
that our HJB-RL based policy outperforms a more traditional
trajectory optimization based MPC approach.

Conversely, the Hamilton-Jacobi-Bellman (HJB) approach
to optimal control involves numerically solving a partial differ-
ential equation offline to find a feedback policy [3]]. This policy

can then be applied online quickly, as minimal online compu-
tation is required. The problem with this approach is the curse
of dimensionality: numerical solution of the HIB equation is
intractable for problems with more than 5-6 state-dimensions,
and solutions can only be found over a restricted portion of the
state space. Quadrotor dynamics are 12 dimensional, which is
far beyond the reach of a numerical HIB solution. However,
HJB methods have been incorporated into control and planning
methods for both drones and cars, usually through a reduced-
order approximation of the system dynamics. For example,
in [3]] the authors solve the HJB equation for a simplified car
model to pass through stochastic gates (similar to a drone race,
but in 2D). Similarly, [19] incorporates the solution of an HJ
equation for a reduced-order model of relative motion between
two cars, to enforce safety within a more traditional MPC
planning loop for autonomous driving. The paper [8] presents
a method to use an HIB controller derived from a low-order
model approximation to safely control the original higher-
order system. Methods to approximate the value function of
the HJB solution have also been explored, e.g., in [11l]. To
our knowledge, HIB solutions have not yet been applied to
autonomous drone racing.

As opposed to model-based optimal control, Reinforcement
Learning (RL) has the advantage that no explicit model
is required. Instead RL statistically tunes a control policy
(usually represented as a deep neural network) by repeatedly
rolling out trajectories in a simulation of the dynamics of
the system. The disadvantage is that RL is known to suffer
from poor sample complexity, typically requiring a very large
number of simulation roll-outs. Furthermore, there are no
general guarantees about whether an adequate policy can be
learned for a given problem, or whether a learned policy
will perform robustly or stably when transferred to a real
robot. Indeed, these are currently topics of vigorous research.
RL can be applied in the form of Q-learning [27, [21], or
policy gradient approaches, where the mapping between the
state input and the optimal action is learned directly. Several
forms of policy gradient methods have been studied [28]],
including natural policy gradient [12], and off-policy methods
[31L [7]. In this work, we focus on a basic policy gradient
approach that tunes parameters of a policy network directly
based on the policy gradient theorem [33, 4] from roll-outs
produced under the current policy. Other applications of policy
gradient techniques such as [30]] have further developed these
approaches, where changes to the natural policy gradient result
in monotonic improvement. Several works apply learning to
quadrotor platforms [[17, (10} 22, [34], where [10, 22| |34]]
develop algorithms using policy gradient techniques.

In this work, we focus on combining a model-based control
method with a learning-based approach. Other works have also
considered combining model-based control methods with RL.
For example, [36, 1] combine model-based control with RL
by learning residual corrections to the dynamics and controls
of the system. Other methods use a model-based controller
to train a network, as done in [37], where MPC is used in
guided policy search. In our method, we use the Hamilton-



Jacobi-Bellman equation to pre-train a network using model-
based information, and use reinforcement learning as a means
of improving the resulting policy. Somewhat similar to our
method, [23] computes a time-to-reach function from an HJ
PDE to improve data-efficiency in reinforcement learning. In
[6]], the authors bridge safety analysis techniques of Hamilton-
Jacobi methods to reinforcement learning. It is not clear how
either of these methods overcome the challenges of small
state space dimension and restricted state space regions that
are inherent in HJB methods. In contrast to these works,
our method computes the solution to the HIB equation for
a simplified low-order model restricted to a small part of the
state space, transfers the simplified policy to a deep network
through supervised training, then expands the state dimension
and state space region in phases through RL.

III. PROBLEM SETUP

In this problem, we consider a single autonomous drone
racing through a track marked by a series of gates. This
problem setup will assume that the global ground truth pose
of each oncoming gate is known. Because the quadrotor will
be flying at high speeds, we consider body drag forces in the
dynamics model, which is given by
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velocity, T is the thrust control input T = [0 0 7|7, which
is always applied along the vertical body fixed axis, D is a
diagonal matrix of the drag coefficients, m is the mass of the
quadrotor, R is the orientation between the body frame and
the gate centered frame, which is defined as,
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where ¢, 0, and 1) are the roll, pitch, and yaw angles and C-
and S- are cosine and sine operations. g is acceleration due
to gravity, z,, is the world frame z-axis, w is the vector of
angular rates in the body frame w = [p ¢ r]7, & is a skew
symmetric matrix of w, 7T is the input torque on the quadrotor
in the body frame applied by the rotors, and I is the inertia
matrix of the quadrotor. The control input vector for the 12D
system is uo = [T 7|7, the torque and total thrust magnitude
applied by the rotors. We assume limits on both control inputs,
where the maximum magnitude of the thrust vector is 77,4z
and the maximum angular acceleration in the body frame is
Wmaz = [Dmaz Gmaz Tmaz)® - The position, velocity, thrust,
and orientation are defined in a gate centered reference frame
as defined in Fig. 2]

Fig. 2. Definition of world frame (Xw, ¥, Zw) , quadrotor body frame (xp,
Yp> Zb), and gate frame (X, y, z).

In this problem, our objectives are to go through each
oncoming gate and to do so quickly. Since we will be using
a reduced order model to define our state input to the policy,
we formulate our cost function as
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where g(s(ts)) is the terminal cost, our running cost is only
dependent on the time, and our state input s and control input
u are defined for a reduced order model described in the next
section. The terminal cost is defined at the terminal states,
which are defined to be the states with positions inside the
gate frame as the target set 7 and positions at the gate frame
as the avoid set A.

IV. HIB-RL

Our approach consists of three main segments. First, we
generate a control policy, u = fgsp(s), in the form of a
look-up table by formulating the HIB equation, and discretize
the problem to solve by value iteration. We then use a k-
nearest neighbor interpolation to generate a larger look-up
table that is used to generate state-input data pairs to train
a stochastic neural network policy (u,0%) = fsr.(s) using
supervised learning. Here we use a stochastic policy to allow
for exploration during training in the reinforcement learning
stage of our framework. The 6D state serves as the input to the
model, with a mean and fixed variance for the 3D thrust vector
as the output. Finally, this pretrained network is used to further
learn a better policy (p,02) = fysp—_rL(s) on the full 12D
state model through policy gradient reinforcement learning,
using simulated roll-outs of trajectories going through a gate.
When applying the control actions using this final policy, we
will execute the mean p as the control input, as having a
stochastic policy is unfavorable after training. Fig. [3| visualizes
the multiple stages in this training process, and Fig. [] shows
the block diagram of the final planning and control method
that we implement after all training stages. The block diagram



in Fig. ] shows how the HIB-RL policy is applied to the
quadrotor system with the low level controllers for orientation.
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Fig. 3. HIB-RL multi-stage training procedure. First the state space in front
of a single gate is discretized for a lower dimensional model of a quadrotor
to obtain an optimal control policy using an HIB equation. This look-up table
is then used as training data for a neural network for a supervised learning
stage. Lastly, reinforcement learning is applied using the full 12D quadrotor
dynamics to further improve the policy.
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Fig. 4. Block diagram of our policy acting on a quadrotor. The six-
dimensional state is used as input to our HJB-RL block, which outputs a
three-dimensional thrust vector in the gate centered coordinate frame. Two
low-level controllers are used to align the quadrotor with the desired thrust
vector.

A. Hamilton-Jacobi-Bellman Equation
To formulate the HIB equation, we first choose a lower

dimensional model, where we reduce equation (2)) and approx-
imate the quadrotor as a point-mass subject to drag forces,

dp = vdt (10)
1 d
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m m
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where d is a scalar constant drag coefficient, a = [a, a, a,]”
is the acceleration, and u here is a thrust vector control
input that is defined in the gate centered coordinate frame.
In this reduced order model everything is defined either in
a gate centered frame or the world frame. Additionally, we
consider some uncertainty on the velocity of the quadrotor in
the gate frame since we are using a simplified model of the
full dynamics. In this reduced order dynamics model, we use
a 6D state vector expressed in equation ().

To formulate the HIB problem we use the cost function as
defined in equation (6), and define the target set as the discrete
states inside the gate frame and the avoid set as the discrete

states at the gate frame. We account for the arm lengths of the
drone and also include discretized states inside the gate frame
in the avoid set as shown in Fig. [5] The cost at these terminal
states are low in the target set and high in the avoid set,
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Fig. 5. Front view of gate definition and target and avoid sets. Color bar
indicates values associated with discretized points of target set and avoid set.
Pink lines mark the inner and outer dimensions of the gate.

For all states not in the target and avoid sets, the optimal
control is found through the HIB equation,

inf[£"V(s)+1] =0 (13)
u

where V(s) is the value function, and £" is a differential
operator as described in [5]] to account for the uncertainty in
the relative velocity between the gate frame and the quadrotor,
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From here we discretize the problem to find the discrete
value function as described in [5] and use value iteration to
find a policy which minimizes the value at each point in the
state space.

B. Supervised Learning

Once the solution to the HIB equation is obtained in the
form of a look-up table, additional data is generated using a k-
nearest neighbor interpolation. The network is then pretrained
by using the input output pairs of the 6D state vector and
3D thrust vector at each of the discretized points of the HIB
policy so that the network represents the function (p,0%) =
fsr(s), where p is a mean vector and o? are the diagonal
elements of a covariance matrix, X = diag(0'2), that are used
to parameterize a Gaussian distribution of the control input.
The network is comprised of four ReLU activation layers each



with 50 nodes for the mean, and one sigmoid activation layer
with 50 nodes for the variance. While the mean is trained
by using data from the HJB policy, the variance is trained
to be 0.5. We choose this initial variance value of 0.5 so that
during the reinforcement learning training, the policy will draw
actions that are close to the mean, while still allowing for
exploration during training. We use a Huber loss function [9]
to compute the loss,
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where w is the vector of target values, W is a vector of the
outputs from fgz(s), so that w = [u; 02|, M is the dimension
of the thrust control input vector, j is the index of vectors w
and w, and the parameter ¢§ is set to a value of 1. This loss
is minimized using the Adam optimizer [16] with a learning
rate of 10~

C. Reinforcement Learning

The reinforcement learning portion of this algorithm uses
the network that results from supervised learning as an initial
policy, and improves the policy through reinforcement learning
by training the network using a 12D quadrotor dynamics
model. Here we use the policy gradient theorem to approx-
imate the gradient from roll-outs of the dynamics,
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where N is the number of trajectory roll-outs, and 6 repre-
sents the parameters of the network. With this approximation
of the gradient, we perform gradient ascent to maximize the
objective

0+ 0+ aVeJ(0), (17)

where « is the learning rate. In this problem, our objective is
to pass through the gate and to do so quickly. Thus, we use
the reward function,
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so that a reward of +5.0 is obtained for passing through the
gate and a reward of —5.0 is charged for hitting the gate at
the terminal states, while a reward of —A¢ will be applied at
every state in the trajectory so that the objective will minimize
the time length of the trajectories.

The policy resulting from the supervised learning stage is
able to bring the quadrotor through the gate, however, our goal
is to see if the number of gates that the quadrotor could enter
would increase after training with reinforcement learning, and

if the time length of the trajectories could simultaneously be
decreased. In our training process, we execute ten roll-outs in
simulation for each batch. The control inputs used are drawn
from a Gaussian distribution parameterized by the mean and
variance output of the model. Each of these trajectories are
generated by using a random initial state within a sub-region
of the full state space. This specified region of the state space
then grows when all ten trajectories in a batch reach the target
set (or once a maximum number of iterations is reached), and
continues to grow until the state space with bounds defined by
the HJB problem is explored. A visualization of this procedure
is shown in Fig. [

V. Low LEVEL CONTROL

The HIB-RL policy gives a desired 3D thrust control input
for each discrete state in the state space. To align the body-z
axis of the quadrotor with the desired thrust vector, a lower
level controller must be used to obtain a desired angular rate
of the quadrotor. In this work, proportional control will be
used on the rotation error between the desired orientation and
the current orientation. We express the attitude tracking error
er as used in [18],

1
er = 5(RgR —R™TRy)Y,

(19)
where (-)v is the vee operator, Ry is the desired thrust vector
orientation and R is the current orientation. The desired body
angular rates control input is then wy; = krer where kg is a
proportional constant. In the AirSim simulation environment,
wq along with a normalized thrust magnitude are used as
inputs to an AirSim controller API. In our 12D quadrotor
simulation, we implement another lower level proportional
controller to achieve the desired angular rates using the current
body rates of the quadrotor.

VI. SIMULATION EXPERIMENTS

In this section, we compare the performance of our policy to
a model-based planning method that we refer to as Move-On-
Spline (MOS), an HIB policy (HJB), a policy learned through
reinforcement learning without any pretraining or priors (RL),
and the network resulting from the supervised learning step
described in this work (SL). The model-based planning method
MOS is based on [29] and is made available in the AirSim
environment as an API [24]. The HJB policy used in these
tests will use a k-nearest neighbor interpolation between each
discretized state point to find the appropriate thrust vector con-
trol input. The policy learned through reinforcement learning
is trained using a the standard policy gradient method used in
our work.

A. 12D Quadrotor Simulation

To test our method, we execute each policy from a set of
initial states in the region in front of a single gate. 1000
of these trajectories of each policy were run, from a set
of 1000 initial states. The thrust control inputs that were
used in all simulation tests were the mean output of the
model. Additionally, we consider how our approach varies
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Trajectories of different policies from same initial state. Comparing HIB-RL, Reinforcement Learning Only (RL), Supervised Learning (SL), HIB

Only. The HIB-RL policy is able to get through the gate more quickly than the other policies. The HIB policy takes a safer path, while the RL policy is
unable to make it through the gate. (Left) Side view of trajectories of different policies. (Right) Top view of different policies.

TABLE I
COMPARISON OF WINS BETWEEN HJB-RL AND OTHER METHODS IN 12D QUADROTOR SIMULATION

HIB-RL (oo = 5e — 5) vs. HIB-RL Faster/Success

Other Method Faster/Success

Avg. Time Difference to Gate (s)  Neither Finishes

Supervised Learning 62.48% 10.11% 0.0438 38.7%
HIB 56.03% 29.73% 0.2808 36.1%
Reinforcement Learning Only 80.91% 7.67% 0.0443 38.7%

TABLE I
PERCENTAGE OF INITIAL STATES FROM WHICH EACH POLICY PASSES
THROUGH A SINGLE GATE IN 12D QUADROTOR SIMULATION

Method Percentage of Gates Passed
HIJB-RL (o = 1le — 5) 61.0%
HIB-RL (o = 5e — 5) 61.2%
Supervised Learning 61.2%
HIB 63.1%
Reinforcement Learning Only 12.4%

with different learning rates «. Fig. [/| shows a sample set
of trajectories of each policy from one initial state. While
the trajectories are not constrained to go through the center
point of the gate, the resulting HIB-RL policy does produce
trajectories that favor entering the gate closer to the center,
likely as a result of training with a stochastic policy. Table
[ outlines the performance of the HIB-RL method in racing
against other methods when the trajectories started from the
same initial state. The percentages listed in the second column
mark the frequency with which our method with a learning rate

of a = 5e — 5 either entered the gate before the other method,
or when our method entered the gate while the other did not,
normalized by the number of races for which at least one
policy did enter the target set. The third column indicates the
same metric for the method that is listed in the first column.
These columns do not sum to 100% because there were cases
in which the methods tied. The fourth column lists the average
time difference between the methods when the HIB-RL policy
was faster, and the final column lists the number of trials from
which neither of the methods are able to pass through the gate.

From the same set of 1000 initial states, we also compared
the percentage of trials for which each method was able to
pass through a single gate, shown in Table [} From this data,
we see that there is a slight reduction in the number of gates
that the HIB-RL policy is able to pass through with a learning
rate of @ = le —5 compared to the supervised learning model
and the HJB policy. The initial states from which each of
these trajectories were executed were chosen randomly from
velocity ranges —5m/s < v, < 5m/s, —15m/s < v, <
5m/s,—5m/s < v, < bm/s. These high velocity initial states



TABLE III
PERFORMANCE OF PLANNING METHODS IN AIRSIM SOCCER FIELD ENVIRONMENT

Avg. and Standard Deviation

Avg. and Standard Deviation ~ Avg. and Standard Deviation

Method Races Finished Gates per Race Race time (sec) Collision Counts
HIB-RL (o = 5e — 5) 8 11.38 £0.52 30.36 £2.67 1.10 £1.79
HIB-RL (o = le — 5) 9 11.89 £+0.33 34.89 £8.76 2.56 £3.50
Supervised Learning 10 11.70 £0.48 36.14 +£13.32 2.90 £6.10
Move-On-Spline API 10 12.0 47.88 £7.39 3.60 £1.43
HIB 8 12.0 68.10 £26.74 9.38 £7.21
Reinforcement Learning Only 0 - - -

are likely the source of the lower percentages shown in Table
[ However, as shown in Table [, the frequency with which
the HIB-RL policy is able to pass through the gate faster than
the other policies is higher.

B. Full AirSim Drone Race

In order to test the performance of this policy on a full race
track, the same policies were tested on tracks with multiple
gates along with a planning API called Move-On-Spline that is
available in the AirSim environment [24]], which is described
to use [29] as the trajectory planning backend. Ten races of
each method were conducted and the average performance
of each method compared in Table The first performance
metric we compare in this table is the number of races finished
by each method out of ten. In some cases, the quadrotor would
be unable to recover from collisions. We also compare the
average number of gates the quadrotor is able to pass through
out of the 12 on the race track. The collision counts only
consider the number of collisions made with the gates, and do
not consider collisions with other objects in the environment.

Fig. 8. Top view of Soccer Field Track in AirSim environment, where the
HJB-RL policy is tested in simulation. At each oncoming gate, the HIB-RL
policy is applied using the relative state of the quadrotor in a gate centered
frame as input.

In the HJB-RL, HJB-Only, RL-Only, and the supervised
learning methods, the policy is only defined in a specified
domain ahead of each oncoming gate. In the regions between
each gate, the controller used here switches to a position
controller that holds the same speed of the quadrotor directed
toward the next gate. Additionally, each of these methods
are given the position of each next gate, only after it passes
through the previous gate. For this reason, we test the Move-
On-Spline API in the same way, so that the quadrotor only
has access to the pose of the next oncoming gate. The results
are shown in Table [l

From the results of the full track races and the single gate
trajectories, we can see that the HIB-RL method seems to
prioritize increasing speed over consistently entering gates.
While the average race times for the HIB-RL policy that was
trained with a learning rate of 5e — 5 was lower, the policy
does so by missing a gate more frequently than the other
methods when racing on a full track. This is likely attributed to
applying reinforcement learning on a single gate as opposed to
a sequence of gates. The drone will speed through each gate
as fast as possible without considering how this speed will
affect its ability to enter the following gate. In future work we
will address this issue by training on a sequence of gates.

In Fig. 0] we show the trajectories for the best races of
each method, and also give the race statistics of each. In
all trajectories shown, all 12 gates are passed through. In
some trajectories, the drone makes contact with the ground
and recovers, however these collisions are not added to the
collision counts as the policies do not account for obstacles
other than the gate frames. The HJB-RL policy plotted in
Fig. 9| was trained using a learning rate of o = le — 5.

—— HJB-RL: time = 28.991, collisions = 0

——— SL: time = 30.127, collisions = 0

—— HJB: time = 39.670, collisions = 3
MOS: time = 47.100, collisions = 2

)
L\ D[
e, A o

10

-20 -10 0 20 30

Fig. 9. Top view of trajectories with lowest collision count and time for each
method. HIB-RL has the fastest best race with no gate collisions. The model-
based methods HJB and MOS have longer race times with gate collisions.

C. Generalization to Different Gate Sizes

In this section, we also consider the generalizability of this
method to race track cases where the gates along the track
vary in size. Assuming that the gates are rectangular, and only
their height and width change, we can scale the z, z, v,, and
v, dimensions of the state space according to the gate size
and apply the corresponding control input returned from the



model to the system. In Fig.[I0] we show a trajectory resulting
from using this scaling method with the HIB-RL policy that
was trained using a learning rate of @ = le — 5.

L
0.0 25 50 75 1?(012.515.017.5200

Fig. 10. Trajectory passing through gates of different sizes. (Left) Top view of
trajectory for multiple gates of different sizes. (Right) Trajectory for multiple
gates of different sizes.

VII. CONCLUSION

In this paper, we proposed a method of obtaining a policy
that could leverage information from a model-based controller
and the adaptability of a reinforcement learning policy. We
show through simulation that this method is able to outrace
a model-based HJB policy, a supervised learning policy, a
model-free RL policy and a trajectory planning policy in
a race track environment with 12 gates. We also note a
reduction in the number of states from which the gate is able to
successfully enter the gate, suggesting a priotization of speed
over entering a gate. In future work we consider applying
reinforcement learning to a sequence of gates so that the policy
can anticipate how passing through gates affects the ability
to pass through the following gates. Additionally, we plan to
apply other variations of reinforcement learning methods to
this framework, and extend the method to be applied to local
coordinate frames of dynamic obstacles or to opponents in a
race. Finally, this framework could be extended to cases where
a perception module must be used to find the next gate along
the track.
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