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Fig. 1: Given less than one minute of expert trajectories by a human operator for a task, FISH can teach skills to a robot that adapt an
offline imitated base-policy to new object configurations not seen in the demonstrations. This is done through an interactive RL procedure
that improves the visual match between the robot’s behavior and the demonstrated trajectory. Both the policy and matching function operate
on visual observations. The versatility of FISH makes it compatible with a variety of robots (e.g. xArm, Allegro, Stretch) and tasks.

Abstract—While imitation learning provides us with an effi-
cient toolkit to train robots, learning skills that are robust to
environment variations remains a significant challenge. Current
approaches address this challenge by relying either on large
amounts of demonstrations that span environment variations or
on handcrafted reward functions that require state estimates.
Both directions are not scalable to fast imitation. In this work,
we present Fast Imitation of Skills from Humans (FISH), a
new imitation learning approach that can learn robust visual
skills with less than a minute of human demonstrations. Given a
weak base policy trained by offline imitation of demonstrations,
FISH computes rewards that correspond to the “match” between
the robot’s behavior and the demonstrations. These rewards are
then used to adaptively update a residual policy that adds on
to the base policy. Across all tasks, FISH requires at most
twenty minutes of interactive learning to imitate demonstrations
on object configurations that were not seen in the demonstrations.
Importantly, FISH is constructed to be versatile, which allows it
to be used across robot morphologies (e.g. xArm, Allegro, Stretch)
and camera configurations (e.g. third-person, eye-in-hand). Our
experimental evaluations on 9 different tasks show that FISH
achieves an average success rate of 93%, which is around 3.8×
higher than prior state-of-the-art methods.

I. INTRODUCTION

Imitation learning has proven to be among the most efficient
tools to teach robots complex, dexterous and contact-rich
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skills. Its applications in robotics already span the fields of ma-
nipulation [29, 19], locomotion [44, 52], navigation [69, 30],
and flying [18, 57]. Such imitation approaches are now gaining
traction in directly learning from high-dimensional visual
observations [25, 30, 35]. In broad strokes, visual imitation
produces a policy that takes an image as input, and outputs
actions that control the robot to perform desirable behav-
iors. Directly reasoning from images allows such methods to
be generally applied as they circumvent the need for task-
dependent estimation of state or design of features.

But, there is no free lunch. The generality of learning vision-
based policies comes at the cost of needing a large number
of demonstrations. MIME [59] uses 400 demonstrations per
task, while robomimic [36] uses 200 demonstrations to train
manipulation policies. This scale of data significantly hampers
our ability to train multiple skills in reasonable amounts
of time. Furthermore, collecting large amounts of demon-
strations is physically and cognitively taxing on the human
demonstrators due to the nature of available teleoperation
frameworks [5]. Hence, getting imitation learning to work
with few demonstrations is paramount for practical training
of robotic skills.

To understand why imitation learning requires large
amounts of data, let us take a look at one common paradigm
– offline imitation. Methods in this class such as Behavior
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Cloning (BC) [47] or Nearest Neighbor retrieval (NN) [43] use
a supervised learning objective to maximize the likelihood of
demonstrated actions given observations in the demonstration.
To ensure that the resulting policy is generalizable to varying
factors in deployment (e.g. object configurations), the demon-
stration set used in training will need to span these factors of
variation. Without sufficient coverage, which is only possible
with large amounts of demonstration data, trained policies
often suffer from distribution shift during deployment [54].

To address the large data requirements of offline imitation
and instead imitate with few examples, a promising direction
is to adapt policies that were trained offline with online
RL [39, 25, 51]. The hope is that while the offline policy,
trained with few demonstrations, would fail in deployment,
online RL will allow the policy to improve and adapt to
deployment scenarios. But how does the RL algorithm get the
rewards needed for adaptation? Constructing a task-specific
reward function is one possibility [51, 48]. However, this
strategy may not be applicable in real-world scenarios where
states of objects are hard to estimate or reward functions are
hard to create.

In this work, we present Fast Imitation of Skills from
Humans (FISH), a new technique for robotic imitation, where
given only a minute of demonstrations (between 1 to 3
trajectories), a robot can learn visual policies that both solve
the task and adapt to new object configurations through
subsequent online training. FISH operates in two phases. First,
a weak base policy is learned by offline imitation on the
few demonstrations. Second, a residual policy [61, 28, 76, 2]
is trained to produce corrective offsets to the weak policy.
During online trial and error training, only the residual policy
is updated, while the weak policy is queried as a black box
model. This allows the use of non-parametric weak policies
that are shown to be superior and more robust than parametric
ones in low-data settings [43, 6, 5].

An important consideration in online policy learning is
obtaining relevant rewards for robot behavior. Since we do not
have access to task-specific reward functions, the rewards will
need to be inferred from visual data. This is done by matching
the visual observations from robot rollouts with the trajectory
demonstrated by the human. The matching function uses fast
approximations to Optimal Transport (OT) [14] to generate
a matching score, which is proportional to the rewards. This
procedure does not require explicit estimation of the state or
any other object-centric representation.

We evaluate FISH on three different robot platforms that
cover different morphologies, weak base policies, camera
placements, and gripper types. Through an extensive study
across 9 tasks, we present the following key insights:

1) FISH improves upon prior state-of-the-art work in on-
line imitation [25, 12, 32] with an average of 93%
improvement in success rate given 20 minutes of online
interactions (Section IV-D).

2) We find that FISH can generalize and adapt to a wide
range of object configurations unseen in training (Sec-
tion IV-D).

3) Ablations on different representation modules, adaptation
strategies, and exploration strategies show that the design
decisions in FISH are crucial for high performance
(Section IV).

Open-sourced code and videos of FISH can be found at:
fast-imitation.github.io.

II. BACKGROUND

Our work builds on several fundamental ideas in reinforce-
ment learning, imitation learning and optimal transport. Here,
we describe the most relevant background for FISH.

A. Reinforcement Learning (RL)

We study RL as a discounted infinite-horizon Markov
Decision Process (MDP) [8, 62]. For pixel observations, the
agent’s observation is approximated as a stack of consecutive
RGB frames [37]. The MDP is of the form (O,A, P,R, γ, d0)
where O is the observation space, A is the action space,
P : O×A → ∆(O) is the transition function, R : O×A → R
is the reward function, γ is the discount factor and d0 is
the initial state distribution. In this work, we use an actor
critic based method to maximize the expected discounted sum
of rewards. The rewards obtained through the OT computa-
tion can be used to optimize our policy through off-policy
learning [32]. In this work, we use Deep Deterministic Policy
Gradient (DDPG) [34] as our RL optimizer, which is an actor-
critic algorithm that concurrently learns a deterministic policy
πϕ and a Q-function Qθ. Instead of minimizing the one-step
Bellman residual as in vanilla DDPG, we use the n-step variant
proposed by Yarats et al. [72] which has been successful on
visual control problems.

B. Imitation Learning (IL)

In imitation learning, the goal is to learn a behavior policy
πb from either an expert policy πe or trajectories derived from
an expert policy T e. In this work, we operate in a setting where
the agent only has access to expert observational trajectories,
i.e. T e ≡ {(ot, at)Tt=0}Nn=0. Here, N refers to the number of
trajectory rollouts and T denotes the episode length. We opt
for this specific setting since obtaining expert or near-expert
demonstrations is feasible in real-world settings [75, 73] and
is in line with recent works in the area [25, 16, 26, 32].

C. Inverse Reinforcement Learning (IRL)

IRL [41, 1] reformulates the IL problem in the RL setting
by inferring the reward function re from expert trajectories
T e. The inferred reward re is used to derive the behavior
policy πb using policy optimization. Prominent algorithms in
IRL [32, 26] require alternating the inference of reward and
optimization of policy in an iterative manner, which is prac-
tical for restricted model classes [1]. For compatibility with
more expressive deep networks, techniques such as adversarial
learning [26, 32] or optimal-transport [42, 16, 12] are needed.
Adversarial IRL approaches infer a reward by learning a dis-
criminator that minimizes the gap between expert trajectories
T e and behavior trajectories T b. Such a learning procedure
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results in non-stationary rewards re for the optimization of πb

which is prone to unstable training.

D. Optimal Transport (OT) for imitation

In order to alleviate the non-stationary reward issue with
adversarial IRL frameworks, we resort to optimal transport
(OT) based reward inference in this work [14]. A detailed
description of optimal transport is provided in Appendix A1.
OT seeks to find a way to transform one distribution into
another for a given cost function. The cost function represents
the cost of transporting mass from one location to another.
In our work, we use OT to compute a similarity between an
expert trajectory T e = {oe1, ..., oen} and a rollout trajectory
T b = {ob1, ..., obn} from our policy. Each visual observation oji
is passed through an encoder to obtain a lower dimensional
representation zji . The cost function is computed as a cosine
distance between the encoded representations of the observa-
tions from two trajectories, and the cost matrix C comprises
the costs for different pairs of representations.

Optimal transport computes a transport plan µ∗ that finds
the best matching between T e and T b, where µ∗

i,j represents
the strength of the match between the ith representation from
the expert trajectory and the jth representation from the rollout
trajectory under some constraints which are described in
Appendix A1. We compute rewards from µ∗, by the following
equation.

rOT(T b) = −
T∑

t,t′=1

Ct,t′µ
∗
t,t′ (1)

Intuitively, maximizing this reward incentivizes the imi-
tation agent to produce trajectories that are closer to the
demonstrated trajectories.

III. APPROACH

Given a few demonstrations for complex, contact-rich ma-
nipulation that covers a small subset of possible object con-
figurations, we seek to learn a robot policy that can gener-
alize to a larger set of configurations not seen during the
demonstrations. To enable this, we propose Fast Imitation of
Skills from Humans (FISH). FISH operates in two phases.
In the first phase, a weak base policy is trained on the few
demonstrations using supervised learning. This weak policy,
while being poor in generalization, serves as a useful prior for
subsequent adaptation. In the second phase, a residual policy is
trained to adapt the base policy to new object configurations.
This is done by RL on the robot with these configurations
using visual trajectory matching scores as the reward signal.

A. Phase 1: Non-parametric base policy

The expert demonstrations are first used to derive an imper-
fect base policy πb. In this work, we stick to non-parametric
base policies owing to their proven robustness in the low-
data regime [43, 6, 5] as compared to parametric alternatives
such as Behavior Cloning (BC). We observe that different base
policies perform differently across robots and thus, we employ
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Fig. 3: A schematic of FISH. The first phase obtains a base policy
through offline imitation from demonstrations. The second phase
learns a residual model from online interactions

two variants of non-parametric base policies in this work -
an open-loop policy and closed-loop Visual Imitation through
Nearest Neighbors (VINN) [43]. More details about these base
policies have been provided in Section IV-G.

Visual representation learning: Since we operate in the
visual domain, a BC policy is trained on the expert demonstra-
tions and we use the encoder from the BC policy to encode the
visual observations o into lower dimensional representations z.
The encoded representation z is provided as an input to both
the base policy πb and the residual policy πr. An ablation
study comparing the use of such a BC encoder with other
self-supervised learning techniques [24] as well as pretrained
encoders [17, 71, 49, 40] is provided in Section IV.

B. Phase 2: Online offset learning with IRL

Given the base policy πb, we then train a residual policy
πr on top of the base policy through environment rollouts.
Since we are operating without explicit task rewards, we obtain
rewards using OT-based trajectory matching, as described in
Section II. A standard RL optimizer utilizes these OT-based
rewards rOT to optimize the residual policy πr by maximizing
the cumulative reward from the final policy πFISH. Similar
to prior work [25, 12], we use n-step DDPG [34] as our
RL optimizer, a deterministic actor-critic based method that
provides high performance in continuous control [72].

Residual learning: In residual RL [61, 28, 76, 2], given a
base policy πb : Z → A with encoded representations z ∈ Z
and action a ∈ A, we learn a residual policy πr : Z×A → A
such that an action sampled from the final policy π is the
sum of the base action ab ∼ πb(z) and the residual offset
ar ∼ πr(z, ab). In prior work, the base policy πb is either a
hand-crafted controller [61, 28] or a learned policy [2]. In this
work, we use the non-parametric base policy πb and learn a
residual policy πr using OT rewards to refine the action output
by πb.

OT-based reward maximization: For the RL algorithm,
the rewards corresponding to an agent trajectory are computed
using the OT-based approach described in Equation 1. A
visualization of OT rewards has been shown in Figure 4. These
rewards are used to optimize the residual policy using the
learning objective shown in Equation 2.



Demonstration Failure Success
-17 -6-8-14

Demonstration Failure Success
-10 -8-8.7-9.3

Fl
ip

pi
ng

 a
 B

ag
el

Pi
ck

in
g 

a 
D

ol
la

r B
ill

OT rewards

OT rewards

Fig. 4: An analysis of the values of OT rewards for different trajectories with respect to a given expert demonstration. The leftmost column
depicts the visual demonstration, while the other columns each depict a trajectory rollout. Trajectories are sorted in increasing order of OT
rewards from left to right. Raw OT scores can be visualized using the red-to-green color map.

πr = argmax
πr

E(z,ab,ar)∼Dβ
[Q(z, ab, ar)] (2)

Here, Q(z, ab, ar) represents the Q-value from the critic
used in actor-critic policy optimization. For an encoded repre-
sentation z corresponding to observation o, ab ∼ πb(z) is the
action from the base policy, and ar ∼ πr(z, ab) is the action
from the residual policy. The executed action a is a sum of ab

and ar.
Stabilizing OT with representation learning: The OT

rewards used for the IRL optimization are computed using
the encoded representations. As a result, a changing encoder
during training results in non-stationary rewards which makes
the training prone to instabilities. In order to alleviate this
issue, we fix the BC encoder obtained from the demonstrations
and the OT rewards are computed using the representations
from this fixed encoder. Section IV-I shows that a fixed
encoder improves stability resulting in superior performance.

Guided exploration for residual policy: In contrast to
fine-tuning a base policy [25], applying offsets through a
residual policy allows us to guide the exploration during online
learning by injecting domain knowledge into the framework.
For instance, if there is only a subspace of the full action space
that we need to explore, our framework allows learning only
the offsets for this subspace while keeping the base action
along the remainder of the action space unaltered. We have
provided ablation studies in Section IV-E showing the advan-
tage of such guided exploration. In addition to performance

gains, constraining the offsets prevents the robot from going
into undesirable positions and enables safer exploration during
online learning (refer to Appendix B).

IV. EXPERIMENTS

Our experiments are designed to answer the following
questions in detail: (1) How efficient is FISH for imitation
learning? (2) How important is guided exploration for faster
convergence? (3) How does the choice of base policy affect
performance? (4) Are off-the-shelf pretrained encoders useful
for online learning in a low-data regime? (5) How do ad-
ditional implementation details affect FISH? (6) Does FISH
generalize to new objects?

A. Experimental setup

We demonstrate the versatility of our algorithm by evalu-
ating our approach on a suite of 9 tasks of varying difficulty
across three different robot morphologies. We collect 1 minute
of demonstrations (between 1 to 3 trajectories) for each task
and allow a maximum of 20 minutes of online learning. For
all tasks, we operate purely in the visual domain.

B. Robot setup and task descriptions

We evaluate our approach on 3 different robots - a Ufactory
xArm 7 robot, an Allegro Hand, and a Hello Robot Stretch.
(a) Ufactory xArm 7: We use a xArm 7 robot with a two-

fingered gripper for three tasks - key insertion, flipping a
bagel, and peg in a cup. The observations are RGB images
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Fig. 5: A visualization of rollouts from FISH on a selected set of 8 tasks.

Inserting a peg in a cup Flipping a Bagel Picking a Dollar Bill Flipping a Cube Opening a Door

Fig. 6: Plot showing variation in object positions or robot initializations for selected tasks. The region of operation for each task is denoted
by the blue box. × on the images indicate positions where the demonstrations are collected. The green marks indicate positions where FISH
succeeds and the red ones indicate failure modes. As shown, FISH succeeds with varied object positions and initial robot configurations.

from a fixed external camera. For each task, the start
position of the xArm is fixed and the object position is
varied across trajectories. We use closed-loop VINN [43]
as a base policy on the xArm. We provide one, two, and
three expert demonstrations for the task of inserting a key,
flipping a bagel, and inserting a peg in a cup respectively.

(b) Allegro Hand: We use a 4-fingered robotic hand with
a 16-dimensional joint space. We study 3 dexterous
manipulation tasks on the hand - cube flipping, bottle cap
spinning, and dollar bill picking. The tasks have been
designed to exhibit the need for dexterity to accurately
manipulate the objects. The observations are RGB images
from a fixed external camera. For each task, the start
position of the hand is fixed and the object position is
varied across trajectories during online training. We use
an open-loop policy as a base policy on the hand and the
demonstrations are collected using a virtual reality (VR)
framework [5]. We use one expert demonstration for all
tasks on the Allegro hand.

(c) Hello Robot Stretch: We use Hello Robot’s Stretch to

showcase our model’s ability to interact with a realistic
environment using a non-stationary robot. We perform
three tasks using the Stretch Robot - door opening, drawer
opening, and light switching. The observations are RGB
images from an egocentric camera attached to the robot
gripper. Hence, the camera viewpoint changes as the robot
moves. For each task, the robot is initialized at a random
position in front of the object. The demonstration we
collect has the robot centered with respect to the handle
of the door and drawer and the light switch. We used
an open-loop policy as a base policy. We use one expert
demonstration for all tasks on the Stretch robot.

For each task, we vary the position of the object or the robot
at the start of each episode of online learning. All the methods
are evaluated on the same initial object or robot configurations,
shown in Figure 6.

C. Baseline algorithms

We now describe the various imitation learning algorithms,
both offline and online, used in this work.



TABLE I: We report the success rate on each task across different methods. The reported results are based on 5 evaluation trials on the
Stretch and 10 evaluation trials each on the Allegro Hand and xArm. Candidate algorithms for base policies have been marked with [B].

Stretch Robot Allegro Hand xArm

Method Door
Opening

Drawer
Opening

Light
Switching

Cube
Flipping

Bottle Cap
Spinning

Dollar Bill
Picking

Peg in
a Cup

Bagel
Flipping

Key
Insertion

Open-loop [B] 0.2 0.2 0.2 0.1 0.0 0.2 0.1 0.1 0.3
VINN BC [B] 0.2 0.2 0.2 0.1 0.0 0.1 0.3 0.3 0.3

VINN ImageNet [B] 0.2 0.0 0.2 0.1 0.0 0.1 0.3 0.0 0.3
BC [B] 0.2 0.0 0.0 0.0 0.0 0.0 0.5 0.3 0.3

ROT 0.0 0.0 0.6 0.0 0.0 0.0 0.5 0.5 0.6
RDAC 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0

FISH (Ours) 1.0 1.0 1.0 1.0 1.0 0.8 0.9 0.9 0.8

TABLE II: Comparison between success rates for 10 trials on two
tasks for FISH with and without adaptive regularization of the offsets.

Offset Regularization Bagel Flipping Dollar Bill Picking
✓ 0.4 0.4
× 0.9 0.8

(a) Open-loop: In settings where we have one demonstration,
an open-loop policy copies the actions performed by the
expert at each step of the trajectory. Though this yields
robust performance when the object and robot’s positions
match the demonstration, it yields poor performance on
any variations of the task.

(b) Behavior Cloning (BC): This refers to the behavior-
cloned policy [47] trained on expert demonstrations.

(c) Closed-loop VINN: In closed-loop VINN [43], each
visual observation in the demonstration is encoded into a
representation. During rollouts, the k-Nearest Neighbors
(kNN) algorithm is used to match to the k closest
observations, and the action is computed using Locally
Weighted Regression (LWR) [7] on the actions of the
matched observations. In this work, we use a BC encoder
for obtaining visual representations.

(d) ROT: ROT [25] is an IRL algorithm that finetunes
a BC pretrained policy through online learning in an
environment by leveraging optimal transport for reward
computation. ROT gets around the “forgetting problem”
in such a finetuning setting [39, 67] by using a soft
Q-filtering based approach to prevent the actor from
incorrectly deviating from the expert demonstration.

(e) RDAC: Discriminator Actor Critic (DAC) [32] is an
adversarial imitation learning method [26, 64, 32].
DAC outperforms prior work such as GAIL [26] and
AIRL [22]. RDAC is a DAC with a ROT-like regular-
ization applied to it and has been observed to be a strong
adversarial IRL baseline [25].

D. How efficient is FISH for imitation learning?

Performance of FISH on a suite of 9 real-world tasks across
3 different robots has been depicted in Table I. We observe that
FISH outperforms prior work on all tasks. FISH significantly
outperforms ROT [25], which is a method for finetuning a
pretrained BC policy using online learning. This highlights
the benefits of fixing a base policy as compared to modifying

it during online finetuning. Further, aligned with results in
Arunachalam et al. [6], we observe that BC performs poorly
on the Allegro Hand owing to its high dimensional action
space and limited demonstrations. This provides a case for
using non-parametric base policies as opposed to parametric
alternatives in such low-data regimes. Poor BC performance
also affects online learning shown by the poor performance
of ROT and is further shown in Section IV-G. We observe
that while the learned BC policy is not robust enough to
perform with high precision, the resulting representations are
still sufficient for downstream fine-tuning (indicated by OT
rewards shown in Figure 4). Empirically, we notice that BC
is able to complete the coarse portions of the task such as
reaching the object. However, the actions are often inaccurate
indicating that the BC policy learned on top of the encoded
representations is not precise enough.

E. How important is guided exploration?

As opposed to finetuning a parametric model where any
update to the model can affect all dimensions of the action
space, learning residuals over a fixed-based policy allows
us to guide our exploration. For instance, owing to its high
dimensional action space, exploring along all dimensions of
the action space in the Allegro Hand renders online learning
ineffective. So depending on the base policy performance, we
only apply residuals along some dimensions while keeping
the base policy unaltered along the remaining dimensions.
Specifically, we divide our evaluations into three parts -
guided, semi-guided, and unguided. For the bagel flipping task,
we explore only along the Z-axis for the guided setting, along
the XYZ axes for the semi-guided setting, and along both the
XYZ axes and roll-pitch-yaw for the unguided setting. Figure 7
demonstrates the effectiveness of such guided exploration
over the unconstrained alternative. Note that although guided
exploration improves sample efficiency, unguided exploration
with FISH still outperforms our strongest baselines in Table I.

F. Is adaptive regularization beneficial for learning offsets?

In Figure 7, we observe that though the base policy has non-
zero performance in the bagel flipping task, applying offsets
drives the performance to zero during the initial part of online
learning. This is primarily due to the untrained offsets driving
the agent to an observation unseen in the expert demonstration,
thus, adversely affecting the base policy. Drawing inspiration
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Fig. 7: Comparison between success rate for varied levels of guidance
applied to the residual policy. On the left, we show the meaning of
each level of guidance. In each scenario, the green axes denote the
direction along which the offsets are learned.

TABLE III: Comparison between success rates on 10 trials for our
method with different base polices.

Method Bagel
Flipping

Dollar Bill
Picking

IRL Scratch 0.0 0.0
Open-loop 0.1 0.8

BC 0.7 0.0
VINN (ImageNet) 0.0 0.0

VINN (BYOL) 0.0 0.0
VINN (BC Encoder) 0.9 0.0

from recent work that uses adaptive regularization to keep
the online policy close to the base policy during the initial
part of training [25], we adaptively regularize our residuals
to stay close to zero using the same soft Q-filtering approach
(see more details in Appendix A2). However, as observed in
Table II, this harms the performance of our model. Empirically,
we observe that such regularization drives the residuals to
be a very small value close to zero which renders them
ineffective in producing significant performance gains over the
base policy.

G. How does the choice of base policy affect performance?

To understand the effect of using different base policies,
we compare the performance of FISH on four variants shown
in Table III. The finetuned ImageNet [17] encoder refers to
a pretrained ImageNet encoder finetuned with BYOL [24]
on the expert demonstrations. These experiments provide 3
key insights - (a) OT-based IRL without pre-training does
not work well with few environment interactions, (b) self-
supervised learning (SSL) methods such as BYOL do not
work well in the low data regime, and (c) with a decent BC
policy as in the case of bagel flipping, FISH can produce
significant improvements on the base policy. However, using
a non-parametric base policy such as VINN obtains a superior
performance as compared to parametric alternatives.

TABLE IV: Analysis of the performance of FISH using different
pre-trained encoders.

Encoder Bagel Flipping Dollar Bill
Picking

ImageNet 0.0 0.0
R3M 0.0 0.1
MVP 0.3 0.0
BC 0.9 0.8

TABLE V: Ablation analysis on fixing encoders and conditioning
on base actions during online learning.

Fix Encoder Condition on
base action Bagel Flipping Dollar Bill Picking

✓ × 0.6 0.1
× ✓ 0.9 0.0
✓ ✓ 0.9 0.8

H. Are pretrained encoders useful for online learning?

We compare the performance of FISH with the VINN base
policy obtained from a variety of off-the-shelf encoders pre-
trained using self-supervised learning on large-scale datasets
- ImageNet [17], MVP [71, 49] and R3M [40]. Table IV
shows that even though these encoders are trained on large-
scale datasets, they do not perform well in this setting. In
many cases, the performance is worse than our base policies.
This is perhaps because the representations learned on Internet
data may not transfer well to our suite of tasks. Further, this
indicates that representations trained on in-domain data, even
in the low-data regime, may perform better than training on
large amounts of out-of-domain data.

I. How do additional implementation details affect FISH?

Table V provides additional insights with regard to - (a)
having a fixed encoder during online learning, (b) conditioning
the residual policy on the base policy action. We observe that
both of these techniques are necessary and dropping either of
them adversely affects the performance of the algorithm.

J. Does FISH generalize to new objects?

We demonstrate the ability of FISH to generalize to
different objects with varied appearances and dynamics. In
Figure 8, we show this generalization for a representative
task on the xArm and the Allegro Hand. We observe that
the performance drops proportionally with the increase in
variation. For instance, the xArm completely fails at flipping a
flatbread which is considerably softer than a bagel and requires
a different strategy to flip. Similarly, the hand fails to pick up
a wallet that is thicker and more uneven than a dollar bill.
However, even though the model fails in extreme cases, it
succeeds at performing the task with a significant variation in
visual and dynamic properties of the object.

K. Limitations of FISH

To summarize our experiments, we showcase the effective-
ness of our algorithm when operating in a low data regime with
a limited budget for environment interactions. We demonstrate
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Fig. 8: Here we run FISH, showing one demonstration on the leftmost object and then training it on new objects. Success rates (S.R.) after
5 minutes of online learning are reported below the corresponding object.

a significant improvement in performance as compared to
prior state-of-the-art work and provide extensive ablations
to justify our design choices. However, we recognize a few
limitations in this work: (a) Since the OT-based rewards
used to train the residual policy align the agent with the
demonstrations, it relies on the demonstrator being an ‘expert’.
(b) We restrict ourselves to the visual domain which makes
it difficult to perform precise tasks where the visual signals
are not very prominent. For example, it is difficult to infer a
keyhole spanning a minuscule portion of an image. A potential
improvement along this line might result from embracing other
modalities such as tactile sensing. (c) Our residual policy is
randomly initialized. Pretraining the residual policy might help
scale to more difficult tasks requiring more precise control.

V. RELATED WORK

Imitation Learning (IL) IL [3, 27] has been shown to
solve complex tasks in real-world environments. Approaches
for IL include Behavior Cloning (BC) [47, 65] and Inverse
Reinforcement Learning (IRL) [41, 1]. BC solely learns from
offline demonstrations and has shown promising results in the
presence of large diverse datasets [47, 63, 10, 56, 74]. Assistive
tools and other teleoperation methods have allowed for more
efficient data collection [73, 5]. BC has also been applied
to tasks with a multimodal action distribution [21, 58, 13].
However, BC suffers on out-of-distribution samples [54] which
renders it unsuitable for the low-data regime. Lately, there has
been some work on utilizing non-parametric models to tackle
such low data regimes with offline imitation [43, 6, 5]. A sig-
nificant drawback of offline IL is that they do not provide any
means for correcting the behavior on unseen observations. IRL
provides a solution to this problem by learning a robust reward
function through online interactions but suffers from sample
inefficiency [32]. There has been some work on improving
the sample efficiency of IRL [32, 22, 70, 64], with some
visual extensions to these IRL approaches [25, 9, 66, 50, 12].
There has also been demonstration of such IRL approaches
performing complex tasks on real robots [1, 25, 33].

Optimal Transport (OT) OT [68, 46] provides a tool for
comparing probability measures while including the geome-

try of the space. In imitation learning, OT can be used to
compute the alignment between a set of agent and expert
observations using distance metrics such as Sinkhorn [14],
Gromov-Wasserstein [45], GDTW [11], CO-OT [53] and Soft-
DTW [15]. Many of these distance metrics have an associated
IL algorithm - SIL [42] uses Sinkhorn, PWIL [16] uses greedy
Wasserstein, GDTW-IL [11] uses GDTW, and GWIL [20]
using Gromov-Wasserstein. Recent work by Cohen et al. [12]
has demonstrated that the Sinkhorn distance [42] produces the
most efficient learning among the discussed metrics and can be
combined with offline pretraining to efficient perform complex
tasks in the real world [25]. OT has also seen use in the field of
computer vision [55, 4] to show improvements for Generative
Adversarial Networks (GANs) [23]. In this work, we adopt
the Sinkhorn metric for online learning and combine it with
non-parametric IL approaches to perform precise tasks across
three robot morphologies.

Residual RL for robotics Learning residuals through RL
enables safe and robust online learning [61, 28, 76, 2]. Resid-
ual RL operates by applying offsets on top of a base policy.
Prior works either use a hand-engineered controller [61, 28]
or a policy learned from demonstrations [2] as the base
policy. In this work, we resort to the latter and use non-
parametric base policies obtained from one minute of expert
demonstration. Prior works also assume the availability of
task-specific rewards for learning the online policy. However,
we differ from this and use OT matching to obtain rewards
from the collected demonstration set.

VI. CONCLUSION

In this work, we present a new algorithm for fast imitation
learning, FISH, that demonstrates improved performance com-
pared to prior state-of-the-art work on a variety of real robot
tasks across three different robot morphologies. We demon-
strate that combining an imperfect base policy with a learned
residual policy can enable performing precise tasks with one
minute of demonstration collection and limited environment
interactions. Further, we ablate over various design decisions
of FISH, which shows the importance of learning stable



representations, choosing the right base policy, and performing
guided exploration. While powerful, we recognize that FISH
has limitations (see Section IV-K).
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APPENDIX

A. Background

1) Optimal Transport for Imitation Learning (OT): To
alleviate the non-stationary reward problem with adversarial
IRL frameworks, a new line of OT-based approaches has
been recently proposed [42, 16, 12]. Intuitively, the closeness
between expert trajectories T e and behavior trajectories T b

can be computed by measuring the optimal transport of
probability mass from T b → T e. During policy learning,
an encoder fϕ transforms observations into informative state
representations. Some examples of a preprocessor function fϕ
are an identity function, a mean-variance scaling function and
a parametric neural network. In this work, we use a parametric
neural network as fϕ. Given a cost function c : O ×O → R
defined in the preprocessor’s output space and an OT objective
g, the optimal alignment between an expert trajectory oe and
a behavior trajectory ob can be computed as

µ∗ ∈ arg min
µ∈M

g(µ, fϕ(ob), fϕ(oe), c) (3)

where M = {µ ∈ RT×T : µ1 = µT1 = 1
T 1} is the set

of coupling matrices and the cost c can be the Euclidean or
Cosine distance. The optimal alignment µ∗ is subjected to the
constraints

∑
i µ

∗
ij = P (oei ) ∀i and

∑
j µ

∗
ij = P (obj) ∀j. In

this work, inspired by [12], we use the entropic Wasserstein
distance [14] with cosine cost as our OT metric, which is given
by the equation

g(µ, fϕ(ob), fϕ(oe), c) = W2(fϕ(ob), fϕ(oe))

=

T∑
t,t′=1

Ct,t′µt,t′
(4)

where the cost matrix Ct,t′ = c(fϕ(ob), fϕ(oe)). Using
Eq. 4 and the optimal alignment µ∗ obtained by optimizing
Eq. 3, a reward signal can be computed for each observation
using the equation

rOT (obt ) = −
T∑

t′=1

Ct,t′µ
∗
t,t′

(5)

Intuitively, maximizing this reward encourages the imitating
agent to produce trajectories that closely match demonstrated
trajectories. Since solving Eq. 3 is computationally expensive,
approximate solutions such as the Sinkhorn algorithm [31, 42]
are used instead.

2) Soft Q-filtering: In ROT [25], a soft Q-filtering based
approach is used for appropriately weighing the Q-value based
actor-critic loss and the BC regularization loss in the objective
function. The key idea behind this is to keep the online learn-
ing policy πROT close to the behavior policy on regions of
the observation space where the behavior policy exhibits better
performance than πROT . More precisely, given a behavior
policy πBC(s), the current policy πROT (s), the Q-function
Q(s, a) and the replay buffer Dβ , the BC regularization weight
λ is computed as:

Fig. 9: Snapshots of the Allegro Hand while training an online policy
using ROT. Here, we show that exploring along all action dimensions
results in unsafe learning on the hand, driving it to undesirable
positions and unnatural poses.

λ(πROT ) = E(s,·)∼Dβ

[
1Q(s,πBC(s))>Q(s,πROT (s))

]
(6)

This filtering strategy is inspired by Nair et al. [38], which
employs a binary hard assignment instead of a soft continuous
weight. In Table II, we provide an ablation study comparing
the performance of FISH with and without such a regular-
ization scheme. In FISH, since we learn a residual policy
on top of a fixed base policy during online learning, such
a regularization scheme must keep the final action, which
is the sum of the base action and the residual offset, close
to the action in the expert demonstrations. To do this, we
apply the regularization such that the offsets are regularized
to stay close to zero when the base policy πb is performing
better than the policy πFISH. Table II shows that applying
such offset regularization harms the performance of our model.
Empirically, we observe that such regularization drives the
residuals to be a very small value close to zero which renders
them ineffective in producing significant performance gains
over the base policy.

B. Safe exploration using a guided residual policy

In FISH, we propose guiding the residual policy to learn
offsets along a smaller subspace of the full action space. In
other words, the residual policy is used to learn offsets only
along certain action dimensions instead of the complete action
space. In addition to providing performance benefits, as shown
in Figure 7, we argue that such guided exploration also enables
safer online learning. For instance, Figure 9 shows the Allegro
hand during different stages of online learning while training
ROT. ROT explores along all dimensions of the action space
which drives to hand to undesirable positions, resulting in
collisions between fingers and unnatural poses. This confirms
that guided exploration of the action space, as proposed in
FISH, enables safer online training of such systems.

C. Algorithm Details

1) Algorithm block: Algorithm 1 describes our proposed
algorithm, Fast Imitation of Skills from Humans (FISH).

2) Algorithm and training procedure: Our model consists
of 3 primary neural networks - the encoder, the actor and
the critic. During the BC pretraining phase, the encoder and
the actor are trained using a mean squared error (MSE) on



Algorithm 1 FISH: Fast Imitation of Skills from Humans

Require:
Expert Demonstrations T e ≡ {(ot, at)Tt=0}Nn=0

BC pretrained Encoder fenc
Base policy πb

Replay buffer D, Training steps T , Episode Length L
Task environment env
Parametric networks for RL backbone (e.g., the policy and
critic function for DrQ-v2)

Algorithm:
Randomly initialize residual policy πr and critic Q
for each timestep t = 1...T do

if done then
r1:L = rewarderOT (episode) ▷ OT reward
Update episode with r1:L
Add (ot, at, abt , ot+1, rt) to D
ot = env.reset(), done = False, episode = [ ]

end if
zt = fenc(ot)
abt ∼ πb(zt) ▷ Compute base action
art ∼ πr(zt, abt) ▷ Compute residual offset
at = abt + ar

t

ot+1, done = env.step(at)
episode.append([ot, at, abt , ot+1])
Update backbone-specific networks using D

end for

the expert demonstrations. Next, for finetuning, the pretrained
BC encoder is loaded and is used to obtain the encoded
observations. The actor and the critic are initialized randomly.
The loaded BC encoder is fixed during online learning in order
to stationarize the OT rewards which are computed on the
encoded representations.

3) Actor-critic based reward maximization: We use a recent
n-step DDPG proposed by Yarats et al. [72] as our residual RL
backbone. The deterministic actor is trained using determin-
istic policy gradients (DPG) [60]. The critic is trained using
clipped double Q-learning similar to Yarats et al. [72] in order
to reduce the overestimation bias in the target value. This is
done using two Q-functions, Qθ1 and Qθ2. The critic loss for
each critic is given by the equation

Lθk = E(z,ab,ar)∼Dβ

[
(Qθk(z, a

b, ar)− y)2
]
∀ k ∈ {1, 2}

(7)
where Dβ is the replay buffer for online rollouts and y is

the target value for n-step DDPG given by

y =

n−1∑
i=0

γirt+i + γnmin
k=1,2

Qθ̄k(st+n, a
b
t+n, a

r
t+n) (8)

Here, γ is the discount factor, r is the reward obtained using
OT-based reward computation and θ̄1, θ̄2 are the slow-moving
weights of target Q-networks.

4) Architecture Details: Our encoder takes in an 84 × 84
image as input and produces a 512-dimensional output. The
encoder comprises 4 convolutional layers with a single linear
layer. The actor takes in the encoded representation along with
the action from the base policy and passes it through 3 linear
layers to produce an action. The critic takes in the encoded
representation, the action from the base policy, and the residual
action and passes it through 3 linear layers to produce the Q-
value.

5) Hyperparameters: The complete list of hyperparameters
used in the paper has been provided in Table VI.

D. Task description

In this section, we describe the suite of manipulation
experiments carried out on a real robot in this paper.
(a) Door opening: The Stretch robot is supposed to open a

closed door in a cupboard.
(b) Drawer opening: The Stretch robot is supposed to open

a closed drawer in a kitchen.
(c) Light switching: The Stretch Robot is tasked with

switching off a light switch that is in an ON position.
(d) Cube flipping: The Allegro Hand is tasked with flipping

a cube placed on its palm by 90 degrees.
(e) Bottle cap spinning: The Allegro Hand is tasked with

spinning a bottle cap by 270 degrees.
(f) Dollar bill picking: The Allegro Hand is tasked with

sliding and picking up a bill placed on a platform.
(g) Peg in a cup: The xArm is tasked with placing a peg

inside a cup which is moved to random positions on a
table.

(h) Bagel flipping: The xArm is tasked with using a spatula
to flip a bagel placed at random positions on a fry pan.

(i) Key insertion: The xArm is tasked with inserting a key
inside the keyhole of a lock that is randomly placed on
a table.

Evaluation procedure For each task, we obtained a set
of random points where the object is placed (for xArm and
the Allegro Hand) or the robot is initialized (for the Stretch
robot) and evaluate FISH and all of the other methods on the
same set of initializations. These initializations are different
for each task based on the limits of the observation space of
the task. For the tasks on the xArm and the Allegro Hand,
we evaluate on a set of 10 different object positions while the
tasks on the Stretch are evaluated on a set of 5 different robot
initializations.

E. Generalization to unseen objects

We evaluate FISH on a set of unseen objects and demon-
strate the generalization capabilities of our method. Figure 10
shows the generalization of FISH to different types of bread
despite the demonstration being on a specific kind of bagel.
Similarly, Figure 12 shows such generalization to different
bills and cards despite the demonstration set comprising a
specific dollar bill.



Method Parameter Value

Common Replay buffer size 5000

Learning rate 1e−4

Discount γ 0.99

n-step returns 3

Action repeat 1

Seed frames 260 (xArm, Stretch), 200 (Allegro Hand)

Mini-batch size 256

Agent update frequency 2

Critic soft-update rate 0.01

Feature dim 50

Hidden dim 1024

Optimizer Adam

FISH Exploration steps 0

DDPG exploration schedule 0.1

Reward scale factor 10

ROT Exploration steps 0

DDPG exploration schedule 0.1

Reward scale factor 10

Fixed weight α 0.03

DAC Exploration steps 2000

DDPG exploration schedule linear(1,0.1,2000)

Gradient penalty coefficient 10

TABLE VI: List of hyperparameters.
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Fig. 10: Robot rollouts for the 9 tasks we evaluate FISH on.
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Fig. 11: Generalization of FISH to different types of bread.
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Fig. 12: Generalization of FISH to different bills and cards.
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