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search in the problem, nor do they consider the coupling
between continuous trajectory planning, time, and the physical
robot's dynamic constraints.

III. PRELIMINARIES

In this section, we provide an overview of ergodic search
methods and outline the necessary nomenclature used through-
out this paper. The canonical ergodic trajectory optimization
problem is formulated, and then we brie�y de�ne the time-
optimal control problem statement for reference.

A. Ergodic Search
Let us �rst de�ne a robot trajectory at timet with statex(t) :

R+ ! X � Rn and control inputu(t) : R+ ! U � Rm

whereX ; U are the state and control spaces of dimensionality
n and m respectively. Next, de�ne_x = f (x(t); u(t)) where
f (x; u) : X � U ! T X is the continuous-time (potentially
nonlinear) dynamics of the robot. In addition, let us de�ne a
map g(x) : X ! W such thatW = [0 ; L 0] � : : : � [0; L v� 1]
where v � n, and L i are the bounds of the workspaceW
which we denote as the exploration space.1 The mapg then
takes us from state spaceX to exploration spaceW.

A trajectory x(t); 8t 2 [t0; tf ] is ergodic with respect to a
measure� (w) : W ! R+ if and only if

lim
tf !1

1
tf

Z tf

t0

� (g(x(t))) dt =
Z

W
� (w)� (w)dw (1)

for all Lebesgue integrable functions,� 2 L 1 [23]. Because
we can not run a robot fortf ! 1 , we considertf < 1
where trajectories are sub-ergodic. For a �nitetf , wherex(t)
is a deterministic trajectory we de�ne the left-hand side of
Eq. (1) as the time-averaged trajectory statistics

c(w; x(t)) =
1
tf

Z tf

t0

� [w � g(x(t))]dt (2)

where� is the Dirac delta function (in place of� ) andw 2 W
is a point in the exploration space. Using Eq. (2) as part of
an optimization routine is not possible in the current form as
the delta function is not differentiable. To de�ne the ergodic
metric for optimization, we use spectral methods and construct
a metric in the Fourier space [16, 23, 22].

Let us de�ne thekth 2 Nv cosine Fourier basis function as

Fk(w) =
1

hk

v� 1Y

i=0
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�

wiki�
L i

�
(3)

andhk is a normalizing factor (see [22, 16]). Then, the ergodic
metric is de�ned as

E(x(t); � ) =
X

k2K v

� k (ck � � k)2 (4)

=
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� (w)Fk(w)dw

� 2

1For example,g(x) = I px whereI p is a selection matrix with all zeros
except for the parts of the statex that correspond to an exploration space in
the subset of the robot's global position in the world.

wherek 2 K v � Nv is the set of all fundamental frequencies,
ck and � k are thekth Fourier decomposition ofc(w; x(t))
and � (w), respectively, and� k = (1 + kkk) � v +1

2 is a weight
coef�cient that places higher importance on lower-frequency
modes.

We formulate the ergodic trajectory optimization problem
as the following minimization problem over state and control
trajectoriesx(t); u(t):
Ergodic Trajectory Optimization:

min
x(t) ,u(t)

n
E(x(t); � ) +

Z tf

t0

u(t)> R u(t)dt
o

(5a)

s.t.

8
>>><

>>>:

x 2 X ; u 2 U; g(x) 2 W
x(t0) = �x0; x(tf ) = �xf

_x = f (x; u)
h1(x; u) � 0; h2(x; u) = 0

(5b)

whereh1, h2 are inequality and equality constraints, andR 2
Rm� m is a diagonal positive-de�nite matrix that penalizes
control.

B. Time-Optimal Control Problem Statement

Given the same robot trajectoriesx(t); u(t) and dynamics
_x = f (x; u) de�ned previously, we de�ne the time-optimal
control problem as minimizing timetf . However, this alone
renders an ill-posed problem with a trivial solutiontf = 0 . To
circumvent this issue, it is common to include some terminal
state conditionx(tf ) = xf which needs to be satis�ed. In
addition, constraints are commonly included to further restrict
the solution space as one can end up with “in�nite” control
input which is not feasible on robotic systems. The formulation
of the time-optimal control problem is then
Time-Optimal Control Problem:

min
x(t) ,u(t) ,tf

tf (6a)

s.t.

8
>>><

>>>:

x 2 X ; u 2 U; tf > 0
x(t0) = x0; x(tf ) = xf ;
_x = f (x; u)
h1(x; u) � 0; h2(x; u) = 0

(6b)

where we optimize overx(t); u(t) andtf , h1; h2 are inequality
and equality constraints respectively, and�xf is a terminal state.

As an aside, it is worth noting that time-optimal control
problems are often similar in formulation to time-optimal
trajectory problems. The different use cases depend on the
time horizon settings. In long-time horizons, it is often pre-
ferred to solve for robot trajectories directly and use them to
track points [27]. It is possible to �nd closed-form feedback-
control solutions based on the conditions of optimality from
Pontryagin's maximum principle [26]. In this work, we focus
on showing that one can prove the conditions of optimality
for the time-optimal ergodic control problem and obtain solu-
tions using a direct trajectory optimization method. We leave
computing closed-form solutions to future work.


